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Abstract. We consider a control-constrained optimal control problem subject to time-harmonic4
Maxwell’s equations; the control variable belongs to a finite-dimensional set and enters the state5
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1. Introduction. In this work we focus our study on existence of solutions,17

optimality conditions, and a priori and a posteriori error estimates for an optimal18

control problem that involves time-harmonic Maxwell’s equations as state equation19

and a finite dimensional control space. More precisely, let Ω ⊂ R3 be an open,20

bounded, and simply connected polyhedral domain with Lipschitz boundary Γ. Given21

a control cost α > 0, desired states yΩ ∈ L2(Ω;C) and EΩ ∈ L2(Ω;C), and ℓ ∈ N, we22

define the cost functional23

J (y,u) :=
1

2
∥y − yΩ∥2L2(Ω;C) +

1

2
∥ curly −EΩ∥2L2(Ω;C) +

α

2
∥u∥2Rℓ .(1.1)24

Let f ∈ L2(Ω;C) be an externally imposed source term, let µ ∈ L∞(Ω) be a function25

satisfying µ ≥ µ0 > 0 with µ0 ∈ R+, and let ω > 0 be a constant representing the26

angular frequency. Given a function εσ ∈ L∞(Ω;C), we will be concerned with the27

following optimal control problem: Find minJ (y,u) subject to28

curlµ−1 curly − ω2(εσ · u)y = f in Ω, y × n = 0 on Γ,(1.2)29

and the control constraints30

u = (u1, . . . ,uℓ) ∈ Uad, Uad :=
{
v ∈ Rℓ : a ≤ v ≤ b

}
.(1.3)31

Here, the control bounds a,b ∈ Rℓ are such that 0 < a < b. We immediately point out32

that, throughout this work, vector inequalities must be understood componentwise.33

In (1.2), n denotes the outward unit normal. In an abuse of notation, we use εσ · u34
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2 F. FUICA, F. LEPE, P. VENEGAS

to denote
∑ℓ

k=1 εσ|Ωk
uk, where {Ωk}ℓk=1 is a given partition of Ω (see section 2.2).35

Further details on εσ will be deferred until section 3.1.36

Time-harmonic Maxwell’s equations are given by the system of first-order partial37

differential equations:38

curly − iωµh=0, curlh+ iωεy=j, div(εy)=ρ, and div(µh)=0, in Ω,(1.4)39

where y is the electric field, h is the magnetic field, ε is the real-valued electrical40

permittivity of the material, µ is the real-valued magnetic permeability, and the source41

terms j and ρ are the current density and the charge density, respectively, which are42

related by the charge conservation equation −iωρ + div j = 0. We assume that43

j = ĵ + σy, where ĵ is an externally imposed current and the real-valued coefficient44

σ is the conductivity. In addition, we assume that the medium Ω is surrounded by45

a perfect conductor, so that we have the boundary condition y × n = 0 on ∂Ω. In46

particular, for a detailed derivation of problem (1.2) from (1.4), we refer the reader47

to [13, section 2]; see also [4, section 8.3.2]. We notice that, for simplicity, we have48

considered f = iωĵ.49

Optimal control problems subject to Maxwell’s and eddy current equations have50

been widely studied over the last decades, due to their strong relationship with physics51

and engineering. We refer the interested reader to the following non-comprehensive52

list of references concering numerical methods for their approximation, namely, a pri-53

ori and a posteriori error estimates: [29, 26, 28, 31, 21, 6, 25, 22, 33, 34, 8, 24, 3]. In54

all these references, the control enters the state equation as a source term. When the55

control enters the state equation as coefficient, as in (1.2), the analysis becomes more56

challenging due to the nonlinear coupling between the state and control variables;57

this coupling has led to this type of problems being referred to as bilinear optimal58

control problems. The aforementioned coupling complicates both the analysis and59

discretization, since the state variable depends nonlinearly on the control and, con-60

sequently, the uniqueness of solutions of (1.1)–(1.3) cannot be guaranteed. Hence, a61

proper optimization study requires the analysis of second-order optimality conditions.62

Regarding bilinear optimal control problems subject to Maxwell’s and eddy cur-63

rent equations, we mention [30, 32, 15]. In [30], the author studied an optimal control64

problem governed by the time-harmonic eddy current equations, where the controls65

(scalar functions) entered as a coefficient in the state equation. After analyzing reg-66

ularity results, existence of optimal controls, and first-order optimality conditions,67

the author proposed a discretization strategy and prove, assuming that the optimal68

controls belongs to W1,∞(Ω), convergence results of such finite element discretization69

without a rate; second-order optimality conditions were not provided. Similarly, in70

[32], the author introduced an optimal control approach based on grad-div regulariza-71

tion and divergence penalization for the problem previously studied in [30]. However,72

due to the lack of regularity of controls, no discretization analysis was given. In [15],73

the authors studied an optimal control problem with controls as coefficients of time-74

harmonic Maxwell’s equations, with applications to invisibility cloak design. The75

controls represented the permittivity and permeability of the metamaterial. After76

presenting first-order optimality conditions using the Lagrange multiplier methodol-77

ogy, the authors solve the state equation with the discontinuous Galerkin method and78

presented numerical tests to demonstrate the effectiveness of the proposed method.79

In contrast to [30, 32], besides considering Maxwell’s equations instead of eddy80

current equations, in our work the control corresponds to a vector acting on both the81

electrical permittivity and conductivity of the material Ω, in a given partition. This82
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ESTIMATES FOR A CONTROL PROBLEM OF MAXWELL’S EQUATIONS 3

implies that conductivity may change in different regions of Ω. This is a plausible83

consideration on the conductivity in applications, since some devises that conduct84

electricity are designed with different materials and hence, with different conductivity85

properties. In this manuscript, we provide existence of optimal solutions and necessary86

and sufficient optimality conditions. Then, we propose an approximation scheme87

based on Nédélec finite elements and present a priori error estimates for the state88

equations which, in turn, allow us to prove that continuous strict local solutions of the89

control problem can be approximated by local minima of suitable discrete problems.90

Moreover, under appropriate assumptions on the adjoint equation (see assumptions91

(5.8) and (5.16)), we provide a priori error estimates and convergence rates between92

continuous and discrete optimal solutions. The aforementioned assumptions, which93

follow from the reduced regularity properties of the adjoint variable, motivate the94

development and analysis of adaptive finite element methods [1, 27] for the proposed95

control problem. With this in mind, we propose a residual-type a posteriori error96

estimator for the control problem and prove its reliability and local efficiency; the97

error estimator is built as the sum two contributions related to the discretization of98

the state and adjoint equations. Moreover, it can be used to drive adaptive procedures99

and is capable to attain optimal order of convergence for the approximation error by100

refining in the regions where singularities may appear. Finally, we mention that101

our problem also can be seen as an identification parameter problem for Maxwell’s102

equations. On this matter, we refer the reader to [10] and the recent article [11].103

We organize our manuscript as follows. Section 2 is devoted to set notation and104

basic definitions that we will use throughout our work. In section 3, basic results105

for the state equation as well as a priori and posteriori error estimates are reviewed.106

The core of our paper begins in section 4, where the analysis of the optimal control107

problem is performed. To make matters precise, in this section we prove existence108

of optimal solutions for the considered problem and study first- and second-order109

optimality conditions. In section 5 a suitable finite element discretization of the110

optimal control problem is proposed and its corresponding convergence properties111

are proved. Moreover, we propose an a posteriori error estimator for the designed112

finite element scheme and show reliability and local efficiency properties. We end our113

exposition with a series of numerical tests reported in section 6.114

2. Notation and preliminaries.115

2.1. Notation. Throughout the present manuscript, we use standard notation116

for Lebesgue and Sobolev spaces and their norms. We use uppercase bold letters to117

denote the vector-valued counterparts of the aforementioned spaces whereas lowercase118

bold letters are used to denote vector-valued functions. In particular, we define119

H(div,Ω) :=
{
w ∈ L2(Ω;C) : div w ∈ L2(Ω;C)

}
,120

H(curl,Ω) :=
{
w ∈ L2(Ω;C) : curlw ∈ L2(Ω;C)

}
,121

and H0(curl,Ω) := {w ∈ H(curl,Ω) : w × n = 0}. In addition, given s ≥ 0, we122

introduce the space Hs(curl,Ω) := {w ∈ Hs(Ω;C) : curlw ∈ Hs(Ω;C)}.123

If X is a normed vector space, we denote by X ′ and ∥·∥X the dual and the norm of124

X , respectively. We denote by ⟨·, ·⟩X ′,X the duality pairing between X ′ and X . When125

the spaces X ′ and X are clear from the context, we simply denote the duality pairing126

⟨·, ·⟩X ′,X by ⟨·, ·⟩. For the particular case X = L2(G;C), with G ⊂ R3 a bounded127

domain, we shall denote its inner product and norm by (·, ·)G and ∥ · ∥G, respectively.128

Given a complex function w, we denote by w its complex conjugate.129
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4 F. FUICA, F. LEPE, P. VENEGAS

The relation a ≲ b indicates that a ≤ Cb, with a constant C > 0 that does not130

depend on either a, b, or discretization parameters. The value of the constant C131

might change at each occurrence.132

2.2. Piecewise smooth fields. Let ℓ ∈ N. The set P := {Ωk}ℓk=1 is called a133

partition of Ω if any two elements do not intersect and Ω = ∪ℓ
k=1Ωk. The correspond-134

ing interface is defined by Σ := ∪1≤k ̸=k′≤ℓ(Γk ∩ Γk′), where Γk and Γk′ denote the135

boundaries of Ωk and Ωk′ , respectively. With this partition at hand, we define136

PW1,∞(Ω) := {ζ ∈ L∞(Ω;C) : ζ|Ωk
∈ W1,∞(Ωk;C), 1 ≤ k ≤ ℓ}.137

3. The state equation. In this section, we review well-posedness results for138

(1.2) and further regularity properties for its solution. Additionally, we present a139

priori and a posteriori error estimates for a specific finite element setting.140

3.1. The model problem. Let f ∈ H0(curl,Ω)
′ be a given forcing term, let141

µ ∈ L∞(Ω) be such that µ ≥ µ0 > 0 with µ0 ∈ R+, let u ∈ Uad, and let ω ∈ R+. We142

introduce the electric permittivity ε ∈ L∞(Ω) and the conductivity σ ∈ L∞(Ω) of the143

material Ω, and assume that there exist ε+, ε
+ ∈ R+ and σ+, σ

+ ∈ R+ such that144

ε+ ≤ ε ≤ ε+ and σ+ ≤ σ ≤ σ+.145

We define εσ := ε+ iσω−1 and consider the problem: Find y ∈ H0(curl,Ω) such that146

(3.1) (µ−1 curl y, curlw)Ω − ω2((εσ · u)y,w)Ω = ⟨f ,w⟩ ∀w ∈ H0(curl,Ω).147

We recall that εσ · u denotes
∑ℓ

k=1 εσ|Ωk
uk, where P = {Ωk}ℓk=1 is a given partition148

of Ω; see section 2.2. This problem is well posed [4, Theorem 8.3.5]. In particular, we149

have the stability bound ∥y∥H(curl,Ω) ≲ ∥f∥H0(curl,Ω)′ .150

The next result states further regularity properties for the solution of (3.1).151

Theorem 3.1 (extra regularity). Let y ∈ H0(curl,Ω) be the unique solution to152

problem (3.1). Then,153

(i) if f ∈ H(div,Ω) and εσ, µ ∈ PW1,∞(Ω), there exists t ∈ (0, 1
2 ) such that154

y ∈ Hs(curl,Ω) for all s ∈ [0, t),155

(ii) if f ∈ H(div,Ω) and εσ, µ ∈ W1,∞(Ω), there exists ϵ > 0 such that y ∈156

H0(curl,Ω) ∩H
1
2+ϵ(Ω;C). If, in addition, Ω is convex, we have that ϵ = 1

2 .157

Proof. The first statement stems from [13, Section 6.4], whereas that (ii) follows158

from the fact that y ∈ H0(curl,Ω) ∩H(div,Ω) in combination with the regularity of159

the potential provided in [2, Proposition 3.7 and Theorem 2.17].160

3.2. Finite element approximation. In this section, we present a finite ele-161

ment approximation for problem (3.1) and review basic error estimates.162

We begin by introducing some terminology and further basic ingredients. We163

denote by Th = {T} a conforming partition of Ω into simplices T with size hT =164

diam(T ). Let us define h := maxT∈Th
hT and #Th the total number of elements in165

Th. We denote by T := {Th}h>0 a collection of conforming and shape regular meshes166

that are refinements of an initial mesh Tin. A further requisite for each mesh Th ∈ T167

is being conforming with the physical partition P (see section 2.2) [9, Section 2.4]:168

Given Th ∈ T, we assume that, for all T ∈ Th there exists ΩT ∈ P such that T ⊂ ΩT .169

This implies that the interfaces of the partition P are covered by mesh faces.170

Given a mesh Th, we introduce the lowest-order Nédélec finite element space [20]171

V(Th) := {vh ∈ H0(curl; Ω) : vh|T ∈ N 0(T ) ∀T ∈ Th},(3.2)172
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with N 0(T ) := [P0(T )]
3 ⊕ x × [P̃0(T )]

3, where P̃0(T ) is the subset of homogeneous173

polynomials of degree 0 defined in T .174

With these ingredients at hand, we introduce the following Galerkin approxima-175

tion to problem (3.1): Find yh ∈ V(Th) such that176

(µ−1 curl yh, curlwh)Ω − ω2((εσ · u)yh,wh)Ω = ⟨f ,wh⟩ ∀wh ∈ V(Th).(3.3)177

The existence and uniqueness of a solution yh ∈ V(Th) for problem (3.3) follows as178

in the continuous case. We also have that ∥yh∥H(curl,Ω) ≲ ∥f∥H0(curl,Ω)′ .179

3.2.1. A priori error estimates for the model problem. The following180

result follows directly from [13, Theorem 6.15].181

Theorem 3.2 (error estimates). Let y ∈ H0(curl,Ω) and yh ∈ V(Th) be the182

solutions to (3.1) and (3.3), respectively. If condition (i) from Theorem 3.1 holds,183

then we have the a priori error estimate184

∥y − yh∥H(curl,Ω) ≲ hs∥f∥H(div,Ω),185

where s ∈ [0, t) with t given as in Theorem 3.1.186

3.2.2. A posteriori error estimate for the model problem. The aim of187

this section is to introduce a suitable residual-based a posteriori error estimator for188

(3.1). We note that, since we will not be dealing with uniform refinement within our189

a posteriori error analysis setting, the parameter h does not bear the meaning of a190

mesh size. It can be thus interpreted as h = 1/n, where n ∈ N is an index set in a191

sequence of refinements of an initial mesh Tin.192

Given T ∈ Th, ST denotes the set of faces of T , S I
T denotes the set of inner faces193

of T . We also define the set194

S :=
⋃

T∈Th

ST .195

We decompose S = SΩ ∪ SΓ, where SΓ := {S ∈ S : S ⊂ Γ} and SΩ := S \SΓ.196

For T ∈ Th, we define the star associated with the element T as197

(3.4) NT := {T ′ ∈ Th : ST ∩ ST ′ ̸= ∅} .198

In an abuse of notation, below we denote by NT either the set itself or the union of199

its elements. We also introduce, given a vertex v of an element T , the sets Nv :=200

∪T ′∈T :v∈T ′T ′, Ñv := ∪v′∈NvNv′ , and201

MT :=
⋃
v∈T

Ñv;(3.5)202

see [23, Section 2]. Given S ∈ SΩ, we denote by NS ⊂ Th the subset that contains
the two elements that have S as a side, namely, NS := {T+, T−}, where T+, T− ∈ Th

are such that S = T+ ∩ T−. Moreover, for any sufficiently smooth function v, we
define the jump through S by

JvKS(x) = JvK(x) := lim
t→0+

v(x− tnT )− lim
t→0+

v(x+ tnT ) for all x ∈ S,

where nT denotes the outer unit normal vector.203
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6 F. FUICA, F. LEPE, P. VENEGAS

Let T ∈ Th. We assume that f |T ∈ H1(T ;C). We introduce the local error204

indicator E2
T := E2

T,1+E2
T,2, where the local contributions ET,1 and ET,2 are defined by205

E2
T,1 :=h2

T ∥ div(f + ω2(εσ · u)yh)∥2T +
hT

2

∑
S∈S I

T

∥∥J(f + ω2(εσ · u)yh) · nK
∥∥2
S
,206

E2
T,2 :=h2

T

∥∥f − curl(µ−1 curlyh) + ω2(εσ · u)yh

∥∥2
T
+

hT

2

∑
S∈S I

T

∥∥Jµ−1 curlyh × nK
∥∥2
S
.207

We thus propose the following global a posteriori error estimator associated to the208

discretization (3.3) of problem (3.1): E2
Th

:=
∑

T∈Th
E2
T .209

We introduce the Schöberl quasi-interpolation operator Πh : H0(curl,Ω) →210

V(T ), which satisfies [23, Theorem 1]: For all w ∈ H0(curl,Ω) there exists φ ∈211

H1
0(Ω) and Ψ ∈ H1

0(Ω) such that w −Πhw = ∇φ+Ψ, and also satisfy212

(3.6) h−1
T ∥φ∥T + ∥∇φ∥T ≲ ∥w∥MT

, h−1
T ∥Ψ∥T + ∥∇Ψ∥T ≲ ∥curlw∥MT

,213

where MT is defined in (3.5).214

We present the following reliability result and, for the sake of readability, a proof.215

Theorem 3.3 (global reliability of E). Let y ∈ H0(curl,Ω) and yh ∈ V(Th) be216

the solutions to (3.1) and (3.3), respectively. If condition (i) from Theorem 3.1 holds,217

then we have the a posteriori error estimate218

∥y − yh∥H(curl,Ω) ≲ ETh
.219

The hidden constant is independent of y, yh, the size of the elements in Th, and220

#Th.221

Proof. To simplify the presentation of the material, we define ey := y − yh. Let222

w ∈ H0(curl,Ω) be arbitrary. The use of Galerkin orthogonality in conjunction with223

the decomposition w −Πhw = ∇φ+Ψ, with φ ∈ H1
0(Ω) and Ψ ∈ H1

0(Ω), yield224

(µ−1 curl ey, curlw)Ω − ω2((εσ · u)ey,w)Ω225

= (f + ω2(εσ · u)yh, (w −Πhw))Ω − (µ−1 curl yh, curl(w −Πhw))Ω226

= (f + ω2(εσ · u)yh,∇φ)Ω + (f + ω2(εσ · u)yh,Ψ)Ω − (µ−1 curl yh, curlΨ)Ω.227

Then, applying an elementwise integration by parts formula we obtain228

(µ−1 curl ey, curlw)Ω − ω2((εσ · u)ey,w)Ω(3.7)229

=
∑

T∈Th

(f + ω2(εσ · u)yh−curl(µ−1 curl yh),Ψ)T −
∑
S∈S

(Jµ−1 curl yh × nK,Ψ)S230

−
∑

T∈Th

(div(f + ω2(εσ · u)yh), φ)T +
∑
S∈S

(J(f + ω2(εσ · u)yh) · nK, φ)S .231

On the other hand, from the coercivity property [13, Proposition 4.1] we observe that232

(3.8) ∥ey∥2H(curl,Ω) ≲ |(µ−1 curl ey, curl ey)Ω − ω2((εσ · u)ey, ey)Ω|.233

Therefore, using w = ey in (3.7), inequality (3.8), basic inequalities, the estimates234

in (3.6), and the finite number of overlapping patches, we arrive at ∥ey∥2H(curl,Ω) ≲235

ETh
∥ey∥H(curl,Ω), which concludes the proof.236
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4. The optimal control problem. In this section, we analyze the following237

weak formulation of the optimal control problem (1.1)–(1.3): Find238

(4.1) min{J (y,u) : (y,u) ∈ H0(curl,Ω)× Uad},239

subject to240

(4.2) (µ−1 curly, curlw)Ω − ω2((εσ · u)y,w)Ω = (f ,w)Ω ∀w ∈ H0(curl,Ω).241

We recall that f ∈ L2(Ω;C), Uad is defined in (1.3), and that ω ∈ R+, µ ∈ L∞(Ω),242

and εσ are given as in section 3.1. Note that in (4.2) the control corresponds to a243

vector acting on both the electrical permittivity and conductivity of the material Ω, in244

a given partition. We have considered this scenario only for the sake of mathematical245

generality. In particular, the analysis developed below can be adapted to take into246

consideration the real-valued coefficients ε or σ.247

Remark 4.1 (extensions). The analysis that we present in what follows extends248

to other bilinear optimal control problems of relevant variables within the Maxwell’s249

equations framework. For instance, given real-valued coefficients κ, χ ∈ PW1,∞(Ω)250

satisfying κ ≥ κ0 > 0 and χ ≥ χ0 > 0 with κ0, µ0 ∈ R+, the state equation (1.2) can251

be modified as follows:252

curlχ curly + (κ · u)y = f in Ω, y × n = 0 on Γ.253

This problem arises, for example, when discretizing time-dependent Maxwell’s equa-254

tions (see, e.g., [23, 5, 12, 14] for a posteriori error analysis of such formulation).255

4.1. Existence of solutions. Let us introduce the set U := {v ∈ Rℓ : ∃c ∈256

Rℓ, c > 0 such that v > c > 0}. We note that Uad ⊂ U. With U at hand, we257

introduce the control-to-state operator S : U → H0(curl,Ω) as follows: for any258

u ∈ U, S associates to it the unique solution y ∈ H0(curl,Ω) of problem (4.2).259

The next result states differentiability properties of S.260

Theorem 4.2 (differentiability properties of S). The control-to-state operator261

S is of class C∞. Moreover, for h ∈ Rℓ, z := S ′(u)h ∈ H0(curl,Ω) corresponds to262

the unique solution to263

(4.3) (µ−1 curl z, curlw)Ω − ω2((εσ · u)z,w)Ω = ω2((εσ · h)y,w)Ω264

for all w ∈ H0(curl,Ω), where y = Su. Moreover, if h1,h2 ∈ Rℓ, then ζ =265

S ′′(u)(h1,h2) ∈ H0(curl,Ω) is the unique solution to266

(4.4) (µ−1 curl ζ, curlw)Ω − ω2((εσ · u)ζ,w)Ω = ω2((εσ · h1)zh2
+ (εσ · h2)zh1

,w)Ω267

for all w ∈ H0(curl,Ω), with zhi = S ′(u)hi and i ∈ {1, 2}.268

Proof. The proof is based on the implicit function theorem. With this in mind,269

we define the operator F : H0(curl,Ω)×U → H0(curl,Ω)
′ by270

F(y,u) := curlµ−1 curly − ω2(εσ · u)y − f .271

A direct computation reveals that F is of class C∞ and satisfies F(Su,u) = 0 for all272

u ∈ U. Moreover, Lax–Milgram lemma yields that273

∂yF(y,u)(z) = curlµ−1 curl z − ω2(εσ · u)z,274

is an isomorphism from H0(curl,Ω) to H0(curl,Ω)
′. Therefore, the implicit function275

theorem implies that the control-to-state operator S is infinitely Fréchet differentiable.276

Finally, (4.3) and (4.4) follow by simple calculations.277
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Let us define the reduced cost functional j : U → R+
0 by j(u) = J (Su,u). A278

direct consequence of Theorem 4.2 is the Fréchet differentiability j.279

Corollary 4.3 (differentiability properties of j). The reduced cost functional280

j : U → R+
0 is of class C∞.281

Since j is continuous and Uad is compact, Weierstraß theorem immediately yields282

the existence of at least one globally optimal control u∗ ∈ Uad, with a corresponding283

optimal state y∗ := Su∗ ∈ H0(curl,Ω). This is summarized in the next result.284

Theorem 4.4 (existence of optimal solutions). The optimal control problem285

(4.1)–(4.2) admits at least one global solution (y∗,u∗) ∈ H0(curl,Ω)× Uad.286

Since our optimal control problem (4.1)–(4.2) is not convex, we discuss optimality287

conditions under the framework of local solutions in Rℓ with ℓ ∈ N. To be precise,288

a control u∗ ∈ Uad is said to be locally optimal in Rℓ for (4.1)–(4.2) if there exists a289

constant δ > 0 such that J (y∗,u∗) ≤ J (y,u) for all u ∈ Uad such that ∥u−u∗∥Rℓ ≤ δ.290

Here, y∗ and y denote the states associated to u∗ and u, respectively.291

4.2. Optimality conditions.292

4.2.1. First-order optimality condition. We begin with a standard result: if293

u∗ ∈ Uad denotes a locally optimal control for (4.1)–(4.2), then [7, Theorem 3.7]294

j′(u∗)(u− u∗) ≥ 0 ∀u ∈ Uad.(4.5)295

In (4.5), j′(u∗) denotes the Gateâux derivative of j at u∗. To explore (4.5) we intro-296

duce, given u ∈ Uad and y = Su, the adjoint variable p ∈ H0(curl,Ω) as the unique297

solution to the adjoint equation298

(µ−1 curlp, curlw)Ω − ω2((εσ · u)p,w)Ω(4.6)299

= (y − yΩ,w)Ω + (curly −EΩ, curlw)Ω300

for all w ∈ H0(curl,Ω). The well-posedness of (4.6) follows from the Lax-Milgram301

lemma. Moreover, the following stability estimate holds:302

∥p∥H(curl,Ω) ≲ ∥y∥H(curl,Ω) + ∥yΩ∥Ω + ∥EΩ∥Ω ≲ ∥f∥Ω + ∥yΩ∥Ω + ∥EΩ∥Ω.(4.7)303

We have all the ingredients at hand to give a characterization for (4.5).304

Theorem 4.5 (first-order necessary optimality condition). Every locally optimal305

control u∗ ∈ Uad for problem (4.1)–(4.2) satisfies the variational inequality306

ℓ∑
k=1

(
αu∗

k + ω2Re

{�
Ωk

εσy
∗ · p∗

})
(uk − u∗

k) ≥ 0 ∀u ∈ Uad,(4.8)307

where p∗ ∈ H0(curl,Ω) solves (4.6) with u and y replaced by u∗ and y∗ = Su∗,308

respectively. We recall that P = {Ωk}ℓk=1 is the given partition from section 2.2.309

Proof. A direct calculation reveals that (4.5) can be rewritten as follows:310

(4.9) Re{(zu−u∗ ,y∗ −yΩ)Ω +(curl(zu−u∗), curly∗ −EΩ)Ω}+α(u∗,u−u∗)Rℓ ≥ 0311

for all u ∈ Uad, where, to simplify the notation, we have defined zu−u∗ := S ′(u∗)(u−312

u∗). We immediately notice that zu−u∗ ∈ H0(curl,Ω) corresponds to the unique313

solution to (4.3) with u = u∗, y = y∗, and h = u − u∗. Since α(u∗,u − u∗)Rℓ is314
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already present in (4.9), we concentrate on the remaining terms. Let us usew = zu−u∗315

in problem (4.6) and w = p∗ in the problem that zu−u∗ solves to obtain316

Re{(zu−u∗ ,y∗ − yΩ)Ω + (curl(zu−u∗), curly∗ −EΩ)Ω}(4.10)317

= ω2Re{(εσ · (u− u∗))y∗,p∗)Ω}.318

Therefore, using identity (4.10) in (4.9), we conclude the desired inequality (4.8).319

4.2.2. Second-order optimality conditions. For each k ∈ {1, . . . , ℓ}, we de-320

fine d̄k := αu∗
k + ω2Re{

�
Ωk

εσy
∗ · p∗}. Here, u∗,y∗,p∗ and Ωk are given as in the321

statement of Theorem 4.5. We introduce the cone of critical directions at u∗ ∈ Uad:322

Cu∗ := {v ∈ Rℓ that satisfies (4.12) and vk = 0 if |d̄k| > 0},(4.11)323

where condition (4.12) reads, for all k ∈ {1, . . . , ℓ}, as follows:324

vk ≥ 0 if u∗
k = ak and vk ≤ 0 if u∗

k = bk.(4.12)325

With this set at hand, we present the next result which follows from the standard326

Karush–Kuhn–Tucker theory of mathematical optimization in finite-dimensional spa-327

ces; see, e.g., [7, Theorem 3.8] and [19, Section 6.3].328

Theorem 4.6 (second-order necessary and sufficient optimality conditions). If329

u∗ ∈ Uad is a local minimum for problem (4.1)–(4.2), then j′′(u∗)v2 ≥ 0 for all v ∈330

Cu∗ . Conversely, if u∗ ∈ Uad satisfies the variational inequality (4.8) (equivalently331

(4.5)) and the second-order sufficient condition332

j′′(u∗)v2 > 0 ∀v ∈ Cu∗ \ {0},(4.13)333

then there exist η > 0 and δ > 0 such that334

j(u) ≥ j(u∗) +
η

4
∥u− u∗∥2Rℓ ∀u ∈ Uad : ∥u− u∗∥Rℓ ≤ δ.335

In particular, u∗ is a strict local solution of (4.1)–(4.2).336

In order to provide error estimates for solutions of problem (4.1)–(4.2), we shall337

use an equivalent condition to (4.13) which follows directly of our finite dimensional338

setting for the control variable. To present it, we introduce, for τ > 0, the cone339

(4.14) Cτ
u∗ := {v ∈ Rℓ that satisfies (4.12) and (4.15)},340

where, for k ∈ {1, . . . , ℓ}, condition (4.15) reads as follows:341

(4.15) |d̄k| > τ =⇒ vk = 0.342

Theorem 4.7 (equivalent condition). Let u∗ ∈ Uad be such that it satisfies the343

variational inequality (4.8) (equivalently (4.5)). Then, (4.13) is equivalent to344

(4.16) ∃τ, ν > 0 : j′′(u∗)v2 ≥ ν∥v∥2Rℓ ∀v ∈ Cτ
u∗ .345

We end this section with a result that will be useful for proving error estimates.346

Proposition 4.8 (j′′ is locally Lipschitz). Let u1,u2 ∈ Uad and h ∈ Rℓ. Then,347

we have the following estimate:348

|j′′(u1)h
2 − j′′(u2)h

2| ≤ CL∥u1 − u2∥Rℓ∥h∥2Rℓ ,(4.17)349

where CL > 0 denotes a constant depending only on the problem data.350
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Proof. We proceed on the basis of two steps.351

Step 1. (characterization of j′′) Let u ∈ Uad and h ∈ Rℓ. We start with a simple352

calculation and obtain that353

j′′(u)h2 = α∥h∥2Rℓ + ∥z∥2Ω + ∥ curl z∥2Ω(4.18)354

+Re{(ζ,Su− yΩ)Ω + (curl(ζ), curl(Su)−EΩ)Ω},355

where z = S ′(u)h ∈ H0(curl,Ω) and ζ = S ′′(u)h2 ∈ H0(curl,Ω) solve (4.3) and356

(4.4), respectively. We now set w = ζ in (4.6) and w = p in (4.4) to obtain357

Re{(ζ,Su− yΩ)Ω + (curl(ζ), curl(Su)−EΩ)Ω} = Re{2ω2((εσ · h)z,p)Ω}.358

Replacing the previous identity in (4.18) results in359

(4.19) j′′(u)h2 = α∥h∥2Rℓ +Re{2ω2((εσ · h)z,p)Ω}+ ∥z∥2Ω + ∥ curl z∥2Ω.360

Step 2. (estimate (4.17)) Let u1,u2 ∈ Uad and h ∈ Rℓ. Define z1 = S ′(u1)h and361

z2 = S ′(u2)h. In view of the characterization (4.19), we obtain362

[j′′(u1)−j′′(u2)]h
2 = Re{2ω2((εσ ·h)(z1−z2),p1)Ω}+Re{2ω2((εσ ·h)z2,p1−p2)Ω}363

+ [∥z1∥2Ω − ∥z2∥2Ω] + [∥ curl z1∥2Ω − ∥ curl z2∥2Ω] =: I+ II+ III+ IV,364

where pi (i ∈ {1, 2}) denotes the solution to (4.6) with y and u replaced by yi = Sui365

and ui, respectively. We bound each term on the right-hand side of the latter identity.366

The use of an elemental inequality in combination with the stability estimate367

(4.7) for p1 yields the estimation368

|I| ≲ ∥h∥Rℓ∥εσ∥L∞(Ω;C)∥z1 − z2∥Ω∥p1∥Ω ≲ ∥h∥Rℓ∥z1 − z2∥H0(curl,Ω).369

Hence, it suffices to bound ∥z1 − z2∥H0(curl,Ω). Note that z1 − z2 ∈ H0(curl,Ω)370

corresponds to the solution of371

(µ−1 curl(z1 − z2), curlw)Ω − ω2((εσ · u1)(z1 − z2),w)Ω372

= ω2((εσ · h)(y1 − y2),w)Ω + ω2((εσ · (u1 − u2))z2,w)Ω373

for all w ∈ H0(curl,Ω). A stability estimate allows us to obtain374

∥z1 − z2∥H0(curl,Ω) ≲ ∥h∥Rℓ∥y1 − y2∥Ω + ∥z2∥Ω∥u1 − u2∥Rℓ .375

We control ∥z2∥Ω in view of the stability estimate ∥z2∥Ω ≤ ∥z2∥H0(curl,Ω) ≲ ∥h∥Rℓ .376

The term ∥y1 − y2∥Ω is bounded as follows:377

(4.20) ∥y1 − y2∥Ω ≤ ∥y1 − y2∥H0(curl,Ω) ≲ ∥y2∥Ω∥u1 − u2∥Rℓ ≲ ∥f∥Ω∥u1 − u2∥Rℓ .378

We thus conclude that379

∥z1 − z2∥H0(curl,Ω) ≲ ∥u1 − u2∥Rℓ∥h∥Rℓ ,(4.21)380

and, consequently |I| ≲ ∥u1−u2∥Rℓ∥h∥2Rℓ . The control of II follows similar arguments.381

In fact, in view of the estimate ∥z2∥Ω ≲ ∥h∥Rℓ , we obtain382

|II| ≲ ∥h∥Rℓ∥εσ∥L∞(Ω;C)∥z2∥Ω∥p1 − p2∥Ω ≲ ∥h∥2Rℓ∥p1 − p2∥H0(curl,Ω).383
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The term ∥p1 − p2∥H0(curl,Ω) is controlled as follows:384

∥p1 − p2∥H0(curl,Ω) ≲ ∥y1 − y2∥H0(curl,Ω) + ∥p2∥Ω∥u1 − u2∥Rℓ ≲ ∥u1 − u2∥Rℓ ,385

upon using estimate (4.20) and the stability estimate (4.7) for p2. To control III, we386

use the bounds ∥z1∥Ω ≲ ∥h∥Rℓ , ∥z2∥Ω ≲ ∥h∥Rℓ , and (4.21), to arrive at387

|III| ≲ ∥z1 − z2∥Ω∥z1 + z2∥Ω ≲ ∥u1 − u2∥Rℓ∥h∥2Rℓ .388

Finally, to estimate the term IV, we use the bound (4.21), ∥z1∥H0(curl,Ω) ≲ ∥h∥Rℓ ,389

and ∥z2∥H0(curl,Ω) ≲ ∥h∥Rℓ . These arguments yield390

|IV| ≲ ∥curl(z1 − z2)∥Ω∥curl(z1 + z2)∥Ω ≲ ∥u1 − u2∥Rℓ∥h∥2Rℓ .391

The desired bound (4.17) follows from the identity [j′′(u1)− j′′(u2)]h
2 = I+ II+392

III+ IV and a collection of the estimates obtained for I, II, III, and IV.393

5. Finite element approximation. To approximate the optimal control prob-394

lem (4.1)–(4.2), we propose the following discrete problem: Find minJ (yh,uh), with395

(yh,uh) ∈ V(Th)× Uad, subject to396

(5.1) (µ−1 curlyh, curlwh)Ω − ω2((εσ · uh)yh,wh)Ω = (f ,wh)Ω ∀wh ∈ V(Th).397

We recall that V(Th) is defined as in (3.2).398

Let us introduce the discrete control to state mapping Sh : U ∋ uh 7→ yh ∈399

V(Th), where yh solves (5.1). In view of Lax-Milgram lemma, we have that Sh is con-400

tinuous. We also introduce the discrete reduced cost function jh(uh) := J (Shuh,uh).401

The existence of optimal solutions follows from the compactness of Uad and the402

continuity of jh. As in the continuous case, we characterize local optimal solutions403

through a discrete first-order optimality condition: If u∗
h denotes a discrete local404

solution, then j′h(u
∗
h)(u−u∗

h) ≥ 0 for all u ∈ Uad. Following the arguments developed405

in the proof of Theorem 4.5, we can rewrite the latter inequality as follows:406

ℓ∑
k=1

(
α(u∗

h)k + ω2Re

{�
Ωk

εσy
∗
h · p∗

h

})
(uk − (u∗

h)k) ≥ 0 ∀u ∈ Uad,(5.2)407

where y∗
h = Shu

∗
h, and p∗

h ∈ V(Th) solves the discrete adjoint problem408

(µ−1 curlp∗
h, curlwh)Ω − ω2((εσ · u∗

h)p
∗
h,wh)Ω(5.3)409

= (y∗
h − yΩ,wh)Ω + (curly∗

h −EΩ, curlwh)Ω ∀wh ∈ V(Th),410

whose well-posedness follows from the Lax-Milgram lemma.411

5.1. Convergence of the discretization. In order to prove convergence prop-412

erties of our discrete solutions, we shall consider the following assumption:413

f ∈ H(div,Ω) and µ, εσ ∈ PW1,∞(Ω).(5.4)414

Lemma 5.1 (error estimate). Let u,uh ∈ Uad and let y ∈ H0(curl,Ω) and415

yh ∈ V(Th) be the unique solutions to (4.2) and (5.1), respectively. If assumption416

(5.4) holds, then we have417

∥y − yh∥H0(curl,Ω) ≲ hs + ∥u− uh∥Rℓ ,(5.5)418

where s ∈ [0, t) is given as in Theorem 3.1. Moreover, if uh → u in Rℓ as h ↓ 0, then419

j(u) = limh→0 jh(uh).420
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Proof. We introduce the auxiliary variable yh ∈ V(Th) as the solution to421

(µ−1 curl yh, curlwh)Ω − ω2((εσ · u)yh,wh)Ω = (f ,wh)Ω ∀wh ∈ V(Th).422

The use of the triangle inequality yields423

∥y − yh∥H0(curl,Ω) ≤ ∥y − yh∥H0(curl,Ω) + ∥yh − yh∥H0(curl,Ω).(5.6)424

To estimate ∥y − yh∥H0(curl,Ω) in (5.6), we note that yh corresponds to the finite425

element approximation of y in V(Th). Hence, in light of the assumptions made on426

f , µ, and εσ, we use Theorem 3.2 to obtain ∥y − yh∥H0(curl,Ω) ≲ hs with s ∈ [0, t).427

On the other hand, we note that yh − yh ∈ V(Th) solves the discrete problem428

(µ−1 curl(yh − yh), curlwh)Ω − ω2((εσ · u)(yh − yh),wh)Ω429

= ω2((εσ · (u− uh))yh,wh)Ω ∀wh ∈ V(Th).430

The well-posedness of the latter discrete problem in combination with the estimate431

∥yh∥Ω ≲ ∥f∥Ω implies that ∥yh−yh∥H0(curl,Ω) ≲ ∥u−uh∥Rℓ . Therefore, (5.5) follows432

from the estimates provided for ∥y− yh∥H0(curl,Ω) and ∥yh − yh∥H0(curl,Ω) and (5.6).433

The second result of the theorem stems from the convergence uh → u in Rℓ as434

h ↓ 0, and the convergence yh → y in H0(curl,Ω), which follows from (5.5).435

We now prove that the sequence of discrete global solutions {u∗
h}h>0 contains436

subsequences that converge, as h ↓ 0, to global solutions of problem (4.1)–(4.2).437

Theorem 5.2 (convergence of global solutions). Let u∗
h ∈ Uad be a global solu-438

tion of the discrete optimal control problem. If assumption (5.4) holds, then there exist439

subsequences of {u∗
h}h>0 (still indexed by h) such that u∗

h → u∗ in Rℓ, as h ↓ 0. Here,440

u∗ ∈ Uad corresponds to a global solution of the optimal control problem (4.1)–(4.2).441

Proof. Since, for every h > 0, u∗
h ∈ Uad, we have that the sequence {u∗

h}h>0 is442

uniformly bounded. Hence, there exists a subsequence (still indexed by h) such that443

u∗
h → u∗ in Rℓ as h ↓ 0. We now prove that u∗ ∈ Uad solves (4.1)–(4.2).444

Let ũ ∈ Uad be a global solution to (4.1)–(4.2). We denote by {ũh}h>0 ⊂ Uad a445

sequence such that ũh → ũ as h ↓ 0. Hence, the global optimality of ũ, Lemma 5.1,446

the global optimality of u∗
h, and the convergence ũh → ũ in Rℓ imply the bound447

j(ũ) ≤ j(u∗) = lim
h↓0

jh(u
∗
h) ≤ lim

h↓0
jh(ũh) = j(ũ).448

This proves that u∗ is a global solution to (4.1)–(4.2).449

In what follows, we prove that strict local solutions of problem (4.1)–(4.2) can be450

approximated by local solutions of the discrete optimal control problem.451

Theorem 5.3 (convergence of local solutions). Let u∗ ∈ Uad be a strict local452

minimum of (4.1)–(4.2). If assumption (5.4) holds, then there exists a sequence of453

local minima {u∗
h}h>0 of the discrete problem satisfying u∗

h → u∗ in Rℓ and jh(u
∗
h) →454

j(u∗) in R as h ↓ 0.455

Proof. Since u∗ is a strict local minimum of (4.1)–(4.2), there exists δ > 0 such456

that the problem457

min{j(u) : u ∈ Uad ∩Bδ(u
∗)} with Bδ(u

∗) := {u ∈ Rℓ : ∥u∗ − u∥Rℓ ≤ δ},(5.7)458

admits u∗ as the unique solution. On the other hand, let us consider, for h > 0, the459

discrete problem: Find min{jh(uh) : uh ∈ Uad∩Bδ(u
∗)}. We notice that this problem460

admits a solution. In fact, the set Uad ∩Bδ(u
∗) is closed, bounded, and nonempty.461
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Let u∗
h be a global solution of min{jh(uh) : uh ∈ Uad,h ∩ Bδ(u

∗)}. We proceed462

as in the proof of Theorem 5.2 to conclude the existence of a subsequence of {u∗
h}h>0463

such that it converges to a solution of problem (5.7). Since the latter problem admits464

a unique solution u∗, we must have u∗
h → u∗ in Rℓ as h ↓ 0. This convergence also465

implies, for h small enough, that the constraint u∗
h ∈ Bδ(u

∗) is not active. As a result,466

u∗
h is a local solution of the discrete optimal control problem. Finally, Lemma 5.1467

yields that limh→0 jh(u
∗
h) = j(u∗), in view of the convergence u∗

h → u∗ in Rℓ.468

5.2. A priori error estimates. Let {u∗
h}h>0 ⊂ Uad be a sequence of local469

minima of the discrete control problems such that u∗
h → u∗ in Rℓ as h ↓ 0, where470

u∗ ∈ Uad is a strict local solution of (4.1)–(4.2); see Theorem 5.3. In this section we471

obtain an order of convergence for the approximation error u∗ − u∗
h in Rℓ.472

Let u ∈ Uad be arbitrary and let y ∈ H0(curl,Ω) be the unique solution to (4.2)473

associated to u. Let p ∈ H0(curl,Ω) be the unique solution to problem (4.6). We474

introduce ph ∈ V(Th) as the finite element approximation of p. In order to prove the475

remaining results of this section, we assume that there exists s ∈ (0, 1], such that476

(5.8) ∥p− ph∥Ω ≲ hs.477

With this assumption at hand, we prove the following auxiliary result.478

Proposition 5.4 (error estimate). Let p∗ ∈ H0(curl,Ω) and p∗
h ∈ V(Th) be479

the unique solutions to (4.6) and (5.3), respectively. Let us assume that assumptions480

(5.4) and (5.8) hold. Then, we have the error estimate481

∥p∗ − p∗
h∥Ω ≲ hmin{s,s} + ∥u∗ − u∗

h∥Rℓ ,482

where s ∈ (0, 1] and s ∈ [0, t) with t given as in Theorem 3.2.483

Proof. The use of the triangle inequality yields484

∥p∗ − p∗
h∥Ω ≲ ∥p∗ − ph∥Ω + ∥ph − p∗

h∥Ω,(5.9)485

where ph ∈ V(Th) is the unique solution to486

(µ−1 curl ph, curlwh)Ω − ω2((εσ · u∗)ph,wh)Ω(5.10)487

= (y∗ − yΩ,wh)Ω + (curly∗ −EΩ, curlwh)Ω ∀wh ∈ V(Th).488

We notice that ph corresponds to the finite element approximation of p∗ in V(Th).489

Assumption (5.8) thus yields ∥p∗ − ph∥Ω ≲ hs. On the other hand, we note that490

ph − p∗
h ∈ V(Th) solves491

(µ−1 curl(ph − p∗
h), curlwh)Ω − ω2((εσ · u∗)(ph − p∗

h),wh)Ω = (y∗ − y∗
h,wh)Ω492

+ (curl(y∗ − y∗
h), curlwh)Ω + ω2((εσ · (u∗ − u∗

h))p
∗
h,wh)Ω ∀wh ∈ V(Th).493

The well-posedness of the previous discrete problem, the estimate ∥p∗
h∥H0(curl,Ω) ≲494

∥f∥Ω + ∥yΩ∥Ω + ∥EΩ∥Ω, and Lemma 5.1 imply that495

∥ph − p∗
h∥Ω ≲ ∥y∗ − y∗

h∥H0(curl,Ω) + ∥u∗ − u∗
h∥Rℓ ≲ hs + ∥u∗ − u∗

h∥Rℓ .496

Using in (5.9) the estimates obtained for ∥p∗− ph∥Ω and ∥ph−p∗
h∥Ω ends the proof.497

We now provide a first estimate for ∥u∗ − u∗
h∥Rℓ .498
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Lemma 5.5 (auxiliary estimate). Let u∗ ∈ Uad such that it satisfies the second-499

order optimality condition (4.16). If assumptions (5.4) and (5.8) hold, then there500

exists h† > 0 such that501

ν

2
∥u∗ − u∗

h∥2Rℓ ≤ [j′(u∗
h)− j′(u∗)](u∗

h − u∗) ∀h < h†.(5.11)502

Proof. We divide the proof into two steps.503

Step 1. Let us prove that u∗
h − u∗ ∈ Cτ

u∗ when h is small enough; we recall that504

Cτ
u∗ is defined in (4.14). Since u∗

h ∈ Uad the sign condition (4.12) holds. To prove505

the remaining condition (4.15), we introduce the term d̄h ∈ Rℓ as follows:506

(d̄h)k := α(u∗
h)k + ω2Re

{�
Ωk

εσy
∗
h · p∗

h

}
, k ∈ {1, . . . , ℓ}.507

Invoke the term d̄ ∈ Rℓ defined by d̄k := αu∗
k + ω2Re{

�
Ωk

εσy
∗ · p∗}. A simple508

computation thus reveals that509

∥d̄− d̄h∥Rℓ ≤α∥u∗ − u∗
h∥Rℓ + ω2

(
ℓ∑

k=1

Re

{�
Ωk

εσ(y
∗ · p∗ − y∗

h · p∗
h)

}2
) 1

2

510

≤α∥u∗ − u∗
h∥Rℓ + ω2

(
ℓ∑

k=1

∣∣∣∣�
Ωk

εσ(y
∗ · p∗ − y∗

h · p∗
h)

∣∣∣∣2
) 1

2

511

≲ ∥u∗ − u∗
h∥Rℓ + ∥εσ∥L∞(Ω;C)

�
Ω

|y∗ · p∗ − y∗
h · p∗

h|512

≲ ∥u∗ − u∗
h∥Rℓ + (∥y∗ − y∗

h∥Ω∥p∗∥Ω + ∥y∗
h∥Ω∥p∗ − p∗

h∥Ω).513

Hence, in view of Lemma 5.1, Proposition 5.4, and the convergence u∗
h → u∗ in Rℓ,514

as h ↓ 0, we conclude that there exists h◦ > 0 such that ∥d̄− d̄h∥Rℓ < τ for all h < h◦.515

Now, let k ∈ {1, . . . , ℓ} be fixed but arbitrary. If, on one hand, d̄k > τ , then516

(d̄h)k > 0 and, in view of inequalities (4.8) and (5.2), we also have that u∗
k = (u∗

h)k =517

ak. Consequently, (u∗
h)k − u∗

k = 0. If, on the other hand, d̄k < −τ , then (d̄h)k < 0518

and u∗
k = (u∗

h)k = bk, and thus (u∗
h)k−u∗

k = 0. Therefore, u∗
h−u∗ satisfies condition519

(4.15) and thus it belongs to Cτ
u∗ .520

Step 2. Let us prove estimate (5.11). Since u∗
h − u∗ ∈ Cτ

u∗ for all h < h◦, we are521

allowed to use v = u∗
h − u∗ in the second-order optimality condition (4.16) to obtain522

(5.12) j′′(u∗)(u∗
h − u∗)2 ≥ ν∥u∗

h − u∗∥2Rℓ .523

On the other hand, the use of the mean value theorem yields (j′(u∗
h)− j′(u∗))(u∗

h −524

u∗) = j′′(u∗
θ)(u

∗
h − u∗)2, where u∗

θ = u∗ + θh(u
∗
h − u∗) with θh ∈ (0, 1). This identity525

in combination with inequality (5.12) results in526

(5.13) ν∥u∗
h − u∗∥2Rℓ ≤ (j′(u∗

h)− j′(u∗))(u∗
h − u∗) + (j′′(u∗)− j′′(u∗

θ))(u
∗
h − u∗)2.527

The convergence u∗
θ → u∗ in Rℓ as h ↓ 0 and estimate (4.17) allow us to conclude the528

existence of 0 < h† ≤ h◦ such that529

(j′′(u∗)− j′′(u∗
θ))(u

∗
h − u∗)2 ≤ ν

2
∥u∗

h − u∗∥2Rℓ ∀h < h†.530

The use of the latter inequality in (5.13) concludes the proof.531
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We are now in position to present the main result of this section.532

Theorem 5.6 (a priori error estimate). Let u∗ ∈ Uad be such that it satisfies the533

second-order optimality condition (4.16). Then, if assumptions (5.4) and (5.8) hold,534

there exists h† > 0 such that535

∥u∗ − u∗
h∥Rℓ ≲ hmin{s,s} ∀h < h†,536

where s ∈ (0, 1] and s ∈ [0, t) with t given as in Theorem 3.2.537

Proof. Invoke estimate (5.11), the variational inequality (4.5) with u = u∗
h, and538

inequality −j′h(u
∗
h)(u

∗
h − u∗) ≥ 0 to obtain539

ν

2
∥u∗ − u∗

h∥2Rℓ ≤ [j′(u∗
h)− j′(u∗)](u∗

h − u∗) ≤ [j′(u∗
h)− j′h(u

∗
h)](u

∗
h − u∗).540

A direct computation reveals that541

[j′(u∗
h)− j′h(u

∗
h)](u

∗
h − u∗) = ω2

ℓ∑
k=1

Re

{�
Ωk

εσ(yu∗
h
· pu∗

h
− y∗

h · p∗
h)

}
(u∗

h − u∗)k,542

where yu∗
h
∈ H0(curl,Ω) corresponds to the unique solution to problem (4.2) with543

u = u∗
h, and pu∗

h
∈ H0(curl,Ω) is the unique solution to problem (4.6) with u = u∗

h544

and y = yu∗
h
. Hence, by proceeding as in Step 1 of the proof of Lemma 5.5 we obtain545

ν

2
∥u∗

h − u∗∥Rℓ ≲ ∥y∗
h − yu∗

h
∥Ω∥pu∗

h
∥Ω + ∥y∗

h∥Ω∥p∗
h − pu∗

h
∥Ω.(5.14)546

Using, in (5.14), the stability bounds ∥y∗
h∥Ω ≲ ∥f∥Ω and ∥pu∗

h
∥Ω ≲ ∥yΩ∥Ω+∥EΩ∥Ω+547

∥f∥Ω in combination with the a priori error estimate from Theorem 3.2 we arrive at548

(5.15) ∥u∗ − u∗
h∥Rℓ ≲ hs + ∥p∗

h − pu∗
h
∥Ω.549

We now bound ∥p∗
h−pu∗

h
∥Ω. We introduce p̂h ∈ V(Th), defined as the finite element550

approximation of pu∗
h
. The use of the triangle inequality and assumption (5.8) yield551

∥p∗
h − pu∗

h
∥Ω ≤ ∥p∗

h − p̂h∥Ω + ∥p̂h − pu∗
h
∥Ω ≲ ∥p∗

h − p̂h∥Ω + hs.552

We notice that p∗
h − p̂h ∈ V(Th) solves the discrete problem553

(µ−1 curl(p∗
h − p̂h), curlwh)Ω − ω2((εσ · u∗

h)(p
∗
h − p̂h),wh)Ω554

= (y∗
h − yu∗

h
,wh)Ω + (curl(y∗

h − yu∗
h
), curlwh)Ω ∀wh ∈ V(Th).555

The stability of this problem provides the bound ∥p∗
h− p̂h∥Ω ≲ ∥y∗

h−yu∗
h
∥H0(curl,Ω) ≲556

hs, upon using the error estimate from Theorem 3.2. We have thus concluded that557

∥p∗
h − pu∗

h
∥Ω ≲ hmin{s,s} which, in light of (5.15), concludes the proof.558

For the last result of this section, we assume that there exist s̃ ∈ (0, 1], such that559

∥ curl(p− ph)∥Ω ≲ hs̃,(5.16)560

where p ∈ H0(curl,Ω) is the solution of problem (4.6) and ph ∈ V(Th) corresponds561

to its finite element approximation.562
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Corollary 5.7 (error estimate). Let u∗ ∈ Uad such that it satisfies the second-563

order optimality condition (4.16). If assumptions (5.4), (5.8), and (5.16) hold, then564

there exists h† > 0 such that565

(5.17) ∥u∗−u∗
h∥Rℓ +∥y∗−y∗

h∥H(curl,Ω)+∥p∗−p∗
h∥H(curl,Ω) ≲ hmin{s,s,s̃} ∀h < h†.566

Proof. Since the bound for ∥u∗−u∗
h∥Rℓ follows from Theorem 5.6, we concentrate567

on the remaining terms on the left-hand side of (5.17). To estimate ∥y∗−y∗
h∥H(curl,Ω)568

we invoke the auxiliary variable yu∗
h
∈ H0(curl,Ω), defined as the unique solution to569

problem (4.2) with u = u∗
h, and the triangle inequality to obtain570

∥y∗ − y∗
h∥H(curl,Ω) ≤ ∥y∗ − y∗

u∗
h
∥H(curl,Ω) + ∥y∗

u∗
h
− y∗

h∥H(curl,Ω).571

The error estimate from Theorem 3.2 in conjunction with the stability estimate ∥y∗−572

y∗
u∗

h
∥H(curl,Ω) ≲ ∥u∗ − u∗

h∥Rℓ immediately yield ∥y∗ − y∗
h∥H(curl,Ω) ≲ hmin{s,s} for all573

h < h†. To bound ∥p∗ − p∗
h∥H(curl,Ω), we introduce p ∈ H0(curl,Ω) as the unique574

solution to problem (4.6) with u = u∗
h and y = y∗

h. We thus can write575

∥p∗ − p∗
h∥H(curl,Ω) ≤ ∥p∗ − p∥H(curl,Ω) + ∥p− p∗

h∥H(curl,Ω),576

and utilize assumptions (5.8) and (5.16), the bound ∥p∗−p∥H(curl,Ω) ≲ ∥u∗−u∗
h∥Rℓ +577

∥y∗−y∗
h∥H(curl,Ω), and the estimates proved for ∥u∗−u∗

h∥Rℓ and ∥y∗−y∗
h∥H(curl,Ω).578

These arguments yield that ∥p∗ − p∗
h∥H(curl,Ω) ≲ hmin{s,s,s̃} for all h < h†.579

5.3. A posteriori error estimates. In this section, we devise an a posteriori580

error estimator for the optimal control problem (4.1)–(4.2) and study its reliability581

and efficiency properties. We recall that, in this context, the parameter h should be582

interpreted as h = 1/n, where n ∈ N is the index set in a sequence of refinements of583

an initial mesh Tin; see section 3.2.2.584

We start with an instrumental result for our a posteriori error analysis.585

Lemma 5.8 (auxiliary estimate). Let u∗ ∈ Uad be such that it satisfies the second-586

order optimality condition (4.16). Let CL > 0 and ν > 0 be the constants appearing587

in (4.17) and (4.16), respectively. Assume that588

u∗
h − u∗ ∈ Cτ

u∗ and ∥u∗
h − u∗∥Rℓ ≤ ν/(2CL).(5.18)589

Then, we have590

ν

2
∥u∗ − u∗

h∥2Rℓ ≤ [j′(u∗
h)− j′(u∗)](u∗

h − u∗).(5.19)591

Proof. Since u∗
h−u∗ ∈ Cτ

u∗ , we can use v = u∗
h−u∗ in the second-order sufficient592

optimality condition (4.16) to obtain593

ν∥u∗
h − u∗∥2Rℓ ≤ j′′(u∗)(u∗

h − u∗)2.(5.20)594

On the other hand, the use of the mean value theorem yields (j′(u∗
h)− j′(u∗))(u∗

h −595

u∗) = j′′(u∗
θ)(u

∗
h − u∗)2 with u∗

θ = u∗ + θh(u
∗
h − u∗) and θh ∈ (0, 1). Consequently,596

from inequality (5.20) we arrive at597

ν∥u∗
h − u∗∥2Rℓ ≤ (j′(u∗

h)− j′(u∗))(u∗
h − u∗) + (j′′(u∗)− j′′(u∗

θ))(u
∗
h − u∗

h)
2.(5.21)598

To control the term (j′′(u∗)− j′′(u∗
θ))(u

∗
h−u∗

h)
2 in (5.21), we use estimate (4.17), the599

fact that θh ∈ (0, 1), and assumption (5.18). These arguments lead to600

(j′′(u∗)− j′′(u∗
θ))(u

∗
h − u∗)2 ≤ CL∥u∗

h − u∗∥Rℓ∥u∗
h − u∗∥2Rℓ ≤

ν

2
∥u∗

h − u∗∥2Rℓ .601

Using the latter estimation in (5.20) yields the desired inequality (5.19).602
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5.3.1. Global reliability analysis. In the present section we prove an upper603

bound for the total error approximation in terms of a proposed a posteriori error604

estimator. The analysis relies on estimates on the error between a solution to the605

discrete optimal control problem and auxiliary variables that we define in what follows.606

We first define the variable yu∗
h
∈ H0(curl,Ω) as the unique solution to problem607

(4.2) with u = u∗
h. We thus introduce, for T ∈ Th, the local error indicator associated608

to the discrete state equation: E2
st,T := E2

T,1 + E2
T,2, where ET,1 and ET,2 are given by609

E2
T,1 :=h2

T ∥ div(f + ω2(εσ · u∗
h)y

∗
h)∥2T +

hT

2

∑
S∈S I

T

∥∥J(f + ω2(εσ · u∗
h)y

∗
h) · nK

∥∥2
S
,610

E2
T,2 :=h2

T

∥∥f − curl(µ−1 curly∗
h) + ω2(εσ · u∗

h)y
∗
h

∥∥2
T

611

+
hT

2

∑
S∈S I

T

∥∥Jµ−1 curly∗
h × nK

∥∥2
S
,612

respectively. The error estimator associated to the finite element discretization of the613

state equation is defined by E2
st,Th

:=
∑

T∈Th
E2
st,T . An application of Theorem 3.3614

with f = f and u = u∗
h immediately yields the a posteriori error estimate615

(5.22) ∥yu∗
h
− y∗

h∥H(curl,Ω) ≲ Est,Th
.616

Let us introduce the term p ∈ H0(curl,Ω) as the unique solution to617

(µ−1 curl p, curlw)Ω − ω2((εσ · u∗
h)p,w)Ω(5.23)618

= (y∗
h − yΩ,w)Ω + (curly∗

h −EΩ, curlw)Ω ∀w ∈ H0(curl,Ω).619

Define now, for T ∈ Th, the local error indicator associated to the discrete adjoint620

equation: E2
adj,T := E2

T,1 + E2
T,2, where ET,1 and ET,2 are defined by621

E2
T,1 :=h2

T ∥ div(y∗
h − yΩ + ω2(εσ · u∗

h)p
∗
h)∥2T622

+
hT

2

∑
S∈S I

T

∥∥J(y∗
h − yΩ + ω2(εσ · u∗

h)p
∗
h) · nK

∥∥2
S
,623

E2
T,2 :=h2

T

∥∥y∗
h−yΩ+ curl(curly∗

h −EΩ)− curl(µ−1curlp∗
h) + ω2(εσ · u∗

h)p
∗
h

∥∥2
T

624

+
hT

2

∑
S∈S I

T

∥∥J(curly∗
h −EΩ − µ−1 curlp∗

h)× nK
∥∥2
L2(S)

,625

respectively. The global error estimator associated to the finite element discretization626

of the state equation is thus defined by E2
adj,Th

:=
∑

T∈Th
E2
adj,T .627

The next result establishes reliability properties for the discrete adjoint equation.628

Lemma 5.9 (upper bound). Let p ∈ H0(curl,Ω) and p∗
h ∈ V(Th) be the unique629

solutions to (5.23) and (5.3), respectively. If, for all T ∈ Th, yΩ|T ,EΩ|T ∈ H1(T ;C),630

then631

(5.24) ∥p− p∗
h∥H(curl,Ω) ≲ Eadj,Th

.632

The hidden constant is independent of p, p∗
h, the size of the elements in Th, and #Th.633
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Proof. The proof closely follows the arguments developed in the proof of Theo-634

rem 3.3 (see also [16, Lemma 3.2]).635

Define ep := p − p∗
h. Galerkin orthogonality, the decomposition w − Πhw =636

∇φ +Ψ, with φ ∈ H1
0(Ω) and Ψ ∈ H1

0(Ω), and an elementwise integration by parts637

formula allow us to obtain638

(µ−1 curl ep, curlw)Ω − ω2((εσ · u∗
h)ep,w)Ω =

∑
T∈Th

(y∗
h−yΩ+ curl(curly∗

h −EΩ)639

−curl(µ−1curlp∗
h)+ω2(εσ·u∗

h)p
∗
h,Ψ)T+

∑
S∈S

(J(curly∗
h −EΩ−µ−1 curlp∗

h)×nK,Ψ)S640

−
∑

T∈Th

(div(y∗
h − yΩ+ω2(εσ ·u∗

h)p
∗
h), φ)T +

∑
S∈S

(J(y∗
h − yΩ+ω2(εσ ·u∗

h)p
∗
h)·nK, φ)S .641

Hence, using w = ep, an analogous estimate of (3.8) for ep, basic inequalities,642

the estimates in (3.6), and the finite number of overlapping patches, we arrive at643

∥ep∥2H(curl,Ω) ≲ Eadj,Th
∥ep∥H(curl,Ω), which concludes the proof.644

After having defined error estimators associated to the discretization of the state645

and adjoint equations, we define an a posteriori error estimator for the discrete optimal646

control problem which can be decomposed as the sum of two contributions:647

E2
ocp,Th

:= E2
st,Th

+ E2
adj,Th

.(5.25)648

We now state and prove the main result of this section.649

Theorem 5.10 (global reliability). Let u∗ ∈ Uad be such that it satisfies the650

second-order optimality condition (4.16). Let u∗
h be a local minimum of the discrete651

optimal control problem with y∗
h and p∗

h being the corresponding state and adjoint652

state, respectively. If, for all T ∈ Th, f |T ,yΩ|T ,EΩ|T ∈ H1(T ;C) and assumption653

(5.18) holds, then654

∥p∗ − p∗
h∥H(curl,Ω) + ∥y∗ − y∗

h∥H(curl,Ω) + ∥u∗ − u∗
h∥Rℓ ≲ Eocp,Th

,655

with a hidden constant that is independent of continuous and discrete optimal vari-656

ables, the size of the elements in Th, and #Th.657

Proof. We proceed in three steps.658

Step 1. (∥u∗ −u∗
h∥Rℓ ≲ Eocp,Th

) Since we have assumed (5.18), we are in position659

to use estimate (5.19). The latter, the variational inequality (4.5) with u = u∗
h, and660

inequality −j′h(u
∗
h)(u

∗
h − u∗) ≥ 0 yield the bound661

∥u∗ − u∗
h∥2Rℓ ≲ [j′(u∗

h)− j′(u∗)](u∗
h − u∗) ≤ [j′(u∗

h)− j′h(u
∗
h)](u

∗
h − u∗).662

Using the arguments that lead to (5.14) in the proof of Theorem 5.6, we obtain663

∥u∗ − u∗
h∥Rℓ ≲ ∥y∗

h − yu∗
h
∥Ω + ∥p∗

h − pu∗
h
∥Ω,664

where yu∗
h
∈ H0(curl,Ω) corresponds to the unique solution to problem (4.2) with665

u = u∗
h, and pu∗

h
∈ H0(curl,Ω) is the unique solution to problem (4.6) with u = u∗

h666

and y = yu∗
h
. Invoke the a posteriori error estimate (5.22) to conclude that667

(5.26) ∥u∗ − u∗
h∥Rℓ ≲ Est,Th

+ ∥p∗
h − pu∗

h
∥Ω.668

This manuscript is for review purposes only.



ESTIMATES FOR A CONTROL PROBLEM OF MAXWELL’S EQUATIONS 19

To estimate ∥p∗
h −pu∗

h
∥Ω we invoke the term p ∈ H0(curl,Ω), solution to (5.23), and669

the a posteriori error estimate (5.24) to arrive at670

∥p∗
h − pu∗

h
∥Ω ≤ ∥p∗

h − p∥Ω + ∥p− pu∗
h
∥Ω ≲ Eadj,Th

+ ∥p− pu∗
h
∥H(curl,Ω).(5.27)671

Finally, we note that the term p− pu∗
h
∈ H0(curl,Ω) solves672

(µ−1 curl(p− pu∗
h
), curlw)Ω − ω2((εσ · u∗

h)(p− pu∗
h
),w)Ω673

= (y∗
h − yu∗

h
,w)Ω + (curl(y∗

h − yu∗
h
), curlw)Ω ∀w ∈ H0(curl,Ω).674

The stability of this problem gives us ∥p − pu∗
h
∥H(curl,Ω) ≲ ∥y∗

h − yu∗
h
∥H(curl,Ω) ≲675

Est,Th
, where, to obtain the last inequality, we have used the error estimate (5.22).676

Therefore, using ∥p − pu∗
h
∥H(curl,Ω) ≲ Est,Th

in (5.27) and the obtained estimate in677

(5.26), we conclude that:678

∥u∗ − u∗
h∥Rℓ ≲ Eocp,Th

.(5.28)679

Step 2. (∥y∗−y∗
h∥H(curl,Ω) ≲ Eocp,Th

) Invoke the variable yu∗
h
∈ H0(curl,Ω) and680

the triangle inequality to obtain681

∥y∗ − y∗
h∥H(curl,Ω) ≤ ∥yu∗

h
− y∗

h∥H(curl,Ω) + ∥y∗ − yu∗
h
∥H(curl,Ω).(5.29)682

The first term in the right-hand side of (5.29) can be bounded in view of (5.22),683

whereas the second term can be bounded in view of the stability estimate ∥y∗ −684

yu∗
h
∥H(curl,Ω) ≲ ∥u∗ − u∗

h∥Rℓ . These bounds, in combination with (5.28), yield685

∥y∗ − y∗
h∥H(curl,Ω) ≲ Eocp,Th

.(5.30)686

Step 3. (∥p∗ − p∗
h∥H(curl,Ω) ≲ Eocp,Th

) Similarly to the previous step, we use the687

variable p ∈ H0(curl,Ω), solution to (5.23), and the triangle inequality to arrive at688

(5.31) ∥p∗ − p∗
h∥H(curl,Ω) ≤ ∥p∗ − p∥H(curl,Ω) + ∥p− p∗

h∥H(curl,Ω).689

The term ∥p∗ − p∥H(curl,Ω) is controlled in view of (5.24). To bound the remaining690

term in (5.31), we use the stability estimate ∥p∗− p∥H(curl,Ω) ≲ ∥y∗−y∗
h∥H(curl,Ω)+691

∥u∗−u∗
h∥Rℓ . Hence, we have ∥p∗−p∗

h∥H(curl,Ω) ≲ ∥y∗−y∗
h∥H(curl,Ω)+∥u∗−u∗

h∥Rℓ +692

Eadj,Th
. We conclude the proof in view of estimates (5.28) and (5.30).693

5.3.2. Efficiency analysis. In the forthcoming analysis we derive an upper694

bound for the a posteriori error estimator Eocp,Th
. To simplify the exposition, in this695

section we assume that µ−1 and εσ are piecewise polynomial on the partition P; see696

section 2.2. The analysis will be based on standard bubble function arguments. In697

particular, it requires the introduction of bubble functions for tetrahedra and their698

corresponding faces (see [1, 27]).699

Lemma 5.11 (bubble function properties). Let j ≥ 0. For any T ∈ Th and700

S ∈ S I
T , let bT and bS be the corresponding interior quadratic and cubic edge bubble701

function, respectively. Then, for all q ∈ Pj(T ) and p ∈ Pj(S), there hold702

∥q∥2T ≲ ∥b1/2T q∥2T ≤ ∥q∥2T , ∥bSp∥2S ≤ ∥p∥2S ≲ ∥b1/2S p∥2S .703

Moreover, for all p ∈ Pj(S), there exists an extension of p ∈ Pj(T ), which we denote704

simply as p, such that the following estimates hold705

hT ∥p∥2S ≲ ∥b1/2S p∥2T ≲ hT ∥p∥2S ∀p ∈ Pj(S).706
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As a final ingredient, given T ∈ Th and v ∈ L2(Ω;C) such that v|T ∈ H1(T ;C),707

we introduce the term708

osc(v;T ) :=
∑

T ′∈NT

(hT ′∥v − πTv∥T ′ + hT ′∥divv − πTdivv∥T ′)709

+
∑

S′∈S I
T

h
1
2

T ∥J(v − πTv) · nK∥S′ ,710

where πT denotes the L2(T )–orthogonal projection operator onto P0(T ), πT denotes711

the L2(T )–orthogonal projection operator onto [P0(T )]
3, and NT is defined in (3.4).712

Theorem 5.12 (local efficiency of Est,T ). Let u∗ ∈ Uad be a local solution to713

(4.1)–(4.2). Let u∗
h be a local minimum of the discrete optimal control problem with714

y∗
h and p∗

h being the corresponding state and adjoint state, respectively. Then, for715

T ∈ Th, the local error indicator Est,T satisfies the bound716

Est,T ≲ ∥u∗ − u∗
h∥Rl + ∥y∗ − y∗

h∥H(curl,NT ) + osc(f ;T ),717

where NT is defined in (3.4). The hidden constant is independent of continuous and718

discrete optimal variables, the size of the elements in Th, and #Th.719

Proof. Let T ∈ Th and S ∈ S I
T . We define the element and interelement residuals720

RT,1 := div(f + ω2(εσ · u∗
h)y

∗
h)|T , JS,1 := J(f + ω2(εσ · u∗

h)y
∗
h) · nK,721

RT,2 := (f − curl(µ−1 curly∗
h) + ω2(εσ · u∗

h)y
∗
h)|T , JS,2 := Jµ−1 curly∗

h × nK.722

We immediately note that E2
T,k := h2

T ∥RT,k∥2T + hT

2

∑
S∈S I

T
∥JS,k∥2S with k ∈ {1, 2},723

and E2
st,T := E2

T,1 + E2
T,2; cf. section 5.3.1. We now proceed on the basis of four steps724

and estimate each term in the definition of the local estimator Est,T separately.725

Step 1. (estimation of hT ∥RT,2∥T ) Let T ∈ Th. We define the term R̃T,2 :=726

(πTf − curl(µ−1 curly∗
h) + ω2(εσ · u∗

h)y
∗
h)|T . The triangle inequality yields727

hT ∥RT,2∥T ≤ hT ∥f − πTf∥T + hT ∥R̃T,2∥T .(5.32)728

Now, a simple computation reveals, in view of (4.2), that729

(µ−1 curl(y∗ − y∗
h), curlw)Ω − ω2((εσ · u∗)(y∗ − y∗

h),w)Ω(5.33)730

=
∑
T∈T

(R̃T,2,w)T −
∑
S∈S

(JS,2,w)S + (f − πTf ,w)Ω − ω2((εσ · [u∗
h − u∗]y∗

h,w)Ω731

for all w ∈ H0(curl,Ω). We now invoke the bubble function bT , introduced in Lemma732

5.11, set w = bT R̃T,2 ∈ H1
0(T ) in (5.33), and use basic inequalities to obtain733

∥R̃T,2∥2T ≲∥f − πTf∥T ∥R̃T,2∥T + ∥u∗ − u∗
h∥Rℓ∥y∗

h∥T ∥R̃T,2∥T734

+ ∥u∗∥Rℓ∥y∗ − y∗
h∥T ∥R̃T,2∥T + ∥ curl(y∗ − y∗

h)∥T ∥ curl(bT R̃T,2)∥T ,735

upon using the properties of bT provided in Lemma 5.11. Hence, a standard inverse736

estimate and the bounds ∥y∗
h∥T ≤ ∥y∗

h∥Ω ≲ ∥f∥Ω and ∥u∗∥Rℓ ≤ ∥b∥Rℓ yield737

hT ∥R̃T,2∥T ≲ hT ∥f −πTf∥T +hT ∥u∗ −u∗
h∥Rℓ +hT ∥y∗ −y∗

h∥T + ∥ curl(y∗ −y∗
h)∥T ,738
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which, in view of (5.32), allows us to conclude that739

hT ∥RT,2∥T ≲ hT ∥f−πTf∥T + hT ∥u∗−u∗
h∥Rℓ + hT ∥y∗−y∗

h∥T + ∥ curl(y∗ − y∗
h)∥T .740

Step 2. (estimation of h
1
2

T ∥JS,2∥S) Let T ∈ Th and S ∈ S I
T . Invoke the bubble741

function bS from Lemma 5.11, use w = bSJS,2 in (5.33), and a standard inverse742

estimate in combination with the properties of bS to arrive at743

∥JS,2∥2S ≲
∑

T ′∈NS

(∥RT,2∥T ′ + ∥u∗ − u∗
h∥Rℓ∥y∗

h∥T ′744

+h−1
T ′ ∥ curl(y∗ − y∗

h)∥T ′ + ∥u∗∥Rℓ∥y∗ − y∗
h∥T ′

)
h

1
2

T ∥JS,1∥S .745

We thus conclude, in light of ∥y∗
h∥T ′ ≲ ∥f∥Ω and estimate (16), the estimation746

∥JS,2∥S ≲ hT ∥u∗ − u∗
h∥Rℓ747

+
∑

T ′∈NS

(hT ∥f−πTf∥T ′ + hT ∥y∗−y∗
h∥T ′ + ∥ curl(y∗−y∗

h)∥T ′) .748

Step 3. (estimation of hT ∥RT,1∥T ) Let T ∈ Th. We define the term R̃T,1 :=749

(πTdivf − div(ω2(εσ · u∗
h)y

∗
h))|T . The triangle inequality thus yields750

(5.34) hT ∥RT,1∥T ≤ hT ∥divf − πTdivf∥T + hT ∥R̃T,1∥T .751

On the other hand, in light of (4.2), we have752

(µ−1 curl(y∗ − y∗
h), curlw)Ω − ω2((εσ · u∗)(y∗ − y∗

h),w)Ω(5.35)753

=
∑
T∈T

(
(f+ω2(εσ · u∗

h)y
∗
h,w)T −(µ−1 curly∗

h, curlw)T − ω2((εσ · [u∗
h−u∗])y∗

h,w)T
)

754

for all w ∈ H0(curl,Ω). We then set w = ∇(bT R̃T,1) in the latter identity, and apply755

an integration by parts formula to obtain756

ω2((εσ · u∗)(y∗ − y∗
h),∇(bT R̃T,1))T − ω2((εσ · [u∗

h − u∗])y∗
h,∇(bT R̃T,1))T757

= ∥b1/2T R̃T,1∥2T + (divf − πTdivf , bT R̃T,1)T .758

Therefore, utilizing standard inverse estimates in combination with the properties of759

bT we obtain hT ∥R̃T,1∥T ≲ ∥y∗−y∗
h∥T +∥u∗−u∗

h∥Rℓ +hT ∥divf −πTdivf∥T , which,760

in view of (5.34), implies that761

hT ∥RT,1∥T ≲ ∥y∗ − y∗
h∥T + ∥u∗ − u∗

h∥Rℓ + hT ∥divf − πTdivf∥T .(5.36)762

Step 4. (estimation of h
1
2

T ∥JS,1∥S) Let T ∈ Th and S ∈ S I
T . Define J̃S,1 :=763

J(πTf + ω2(εσ · u∗
h)y

∗
h) · nK. An application of the triangle inequality results in764

(5.37) h
1
2

T ∥JS,1∥S ≤ h
1
2

T ∥J(f − πTf) · nK∥S + h
1
2

T ∥J̃S,1∥S .765

Invoke the bubble function bS from Lemma 5.11, use w = ∇(bSJ̃S,1) in (5.35), and766

apply an integration by parts formula. These arguments yield the identity767 ∑
T ′∈NS

(
−ω2((εσ · u∗)(y∗ − y∗

h),∇(bTJS,1))T ′ + ω2((εσ · [u∗
h − u∗])y∗

h,∇(bSJT,1)T ′
)

768
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= ∥b1/2S J̃S,1∥2S + (J(f − πTf) · nK, bSJ̃S,1)S −
∑

T ′∈NS

(RT,1, bSJ̃S,1)T ′ .769

We thus utilize inverse estimates in combination with the properties of bS to obtain770

h
1
2

T ∥J̃S,1∥S ≲ ∥u∗−u∗
h∥Rℓ +

∑
T ′∈NS

(∥y∗−y∗
h∥T ′ +hT ∥RT,1∥T ′ +h

1
2

T ∥J(f−πTf) ·nK∥S).771

The combination of the latter estimate and estimates (5.37) and (5.36) results in772

h
1
2

T ∥JS,1∥S ≲ ∥u∗ − u∗
h∥Rℓ +

∑
T ′∈NS

(∥y∗ − y∗
h∥T ′773

+ hT ∥divf − πT ′divf∥T ′ + h
1
2

T ∥J(f − πTf) · nK∥S).774

We end the proof in view of the estimates obtained in the four previous steps.775

Theorem 5.13 (local efficiency of Eadj,T ). Let u∗ ∈ Uad be a local solution to776

(4.1)–(4.2). Let u∗
h be a local minimum of the discrete optimal control problem with777

y∗
h and p∗

h being the corresponding state and adjoint state, respectively. Then, for778

T ∈ Th, the local error indicator Eadj,T satisfies the bound779

Eadj,T ≲ ∥u∗ − u∗
h∥Rl + ∥y∗ − y∗

h∥H(curl,NT ) + ∥p∗ − p∗
h∥H(curl,NT ) + osc(yΩ;T )780

+
∑

T ′∈NT

hT ′∥ curlEΩ − πT curlEΩ∥T ′ +
∑

S′∈S I
T

h
1
2

T ∥J(EΩ − πTEΩ)× nK∥S′ ,781

where NT is defined in (3.4). The hidden constant is independent of continuous and782

discrete optimal variables, the size of the elements in Th, and #Th.783

Proof. The proof follows analogous arguments to the ones provided in the proof784

of Theorem 5.12. For brevity, we skip details.785

We conclude this section with the following result, which is a direct consequence786

of Theorems 5.12 and 5.13.787

Corollary 5.14 (efficiency of Eocp,T ). In the framework of Theorems 5.12 and788

5.13 we have, for T ∈ Th, that the local error indicator Eocp,T satisfies the bound789

Eocp,T ≲ ∥u∗ − u∗
h∥Rl + ∥y∗ − y∗

h∥H(curl,NT ) + ∥p∗ − p∗
h∥H(curl,NT ) + osc(f ;T )790

+osc(yΩ;T )+
∑

T ′∈NT

hT ′∥ curlEΩ−πT curlEΩ∥T ′ +
∑

S′∈S I
T

h
1
2

T ∥J(EΩ−πTEΩ)×nK∥S′ ,791

where NT is defined in (3.4). The hidden constant is independent of continuous and792

discrete optimal variables, the size of the elements in Th, and #Th.793

6. Numerical experiments. In this section, we present three numerical tests794

in order to validate our theoretical findings and assess the performance of the proposed795

a posteriori error estimator Eocp,Th
, defined in (5.25). These experiments have been796

carried out with the help of a code that we implemented in a FEniCS script [18] by797

using lowest-order Nédélec elements.798

In the following numerical examples, we shall restrict to the case where all the799

functions and variables present in the optimal control problem are real-valued. This,800

with the aim of simplifying numerical computations, acknowledging that the inclusion801

This manuscript is for review purposes only.



ESTIMATES FOR A CONTROL PROBLEM OF MAXWELL’S EQUATIONS 23

of complex variables would significantly increase computational costs. In particular,802

and following Remark 4.1, we consider the following problem: minJ (y,u) subject to803

curlχ curly + (κ · u)y = f in Ω, y × n = 0 on Γ,804

and the control constraints u = (u1, . . . ,uℓ) ∈ Uad and Uad :=
{
v ∈ Rℓ : a ≤ v ≤ b

}
.805

We recall that real-valued coefficients κ, χ ∈ PW1,∞(Ω) satisfy κ ≥ κ0 > 0 and806

χ ≥ χ0 > 0 with κ0, µ0 ∈ R+ and that κ · u =
∑ℓ

k=1 κ|Ωk
uk.807

6.1. Implementation issues. In this section we briefly discuss implementation808

details of the discretization strategy proposed in section 5.809

For a given mesh Th, we seek (y∗
h,p

∗
h,u

∗
h) ∈ V(Th)×V(Th)× Uad that solves810 

(µ−1 curly∗
h, curlvh)Ω + ((κ · u∗

h)y
∗
h,vh)Ω = (f ,vh)Ω,

(µ−1 curlp∗
h, curlwh)Ω + ((κ · u∗

h)p
∗
h,wh)Ω =(y∗

h − yΩ,wh)Ω

+(curly∗
h −EΩ, curlwh)Ω,∑ℓ

k=1

(
α(u∗

h)k −
�
Ωk

κy∗
h · p∗

h

)
(uk − (u∗

h)k) ≥0,

811

for all (vh,wh,uh) ∈ V(Th) × V(Th) × Uad. This discrete optimality system is812

solved by using a semi-smooth Newton method. To present the latter, we define813

X(Th) := V(Th) × V(Th) × Rℓ and introduce, for η = (yh,ph,uh) and Θ =814

(vh,wh,uh) in X(Th), the operator FTh
: X(Th) → X(Th)

′, whose dual action815

on Θ, i.e. ⟨FTh
(Ψ),Θ⟩X(Th)′,X(Th)

, is defined by816 
(µ−1 curlyh, curlvh)Ω + ((κ · uh)yh − f ,vh)Ω

(µ−1 curlph − curlyh +EΩ, curlwh)Ω + ((κ · uh)p
∗
h − yh + yΩ,wh)Ω

(uh)1 − c1 −max{a1 − c1, 0}+max{c1 − b1, 0}
...

(uh)ℓ − cℓ −max{aℓ − cℓ, 0}+max{cℓ − bℓ, 0}

 ,817

where ck := −α−1
�
Ωk

κyh · ph with k ∈ {1, . . . , ℓ}. Given an initial guess η0 =818

(y0
h,p

0
h,u

0
h) ∈ X(Th) and j ∈ N0, we consider the following Newton iteration ηj+1 =819

ηj + δη, where the incremental term δη=(δyh, δph, δuh) ∈ X(Th) solves820

⟨F ′
Th

(ηj)(δη),Θ⟩X(Th)′,X(Th)
= −⟨FTh

(ηj),Θ⟩X(Th)′,X(Th)
(6.1)821

for all Θ = (vh,wh,uh) ∈ X(Th). Here, F ′
Th

(ηj)(δη) denotes the Gâteaux derivate822

of FTh
at ηj = (yj

h,p
j
h,u

j
h) in the direction δη. We immediately notice that, in the823

semi-smooth Newton method, we apply the following derivative to max{·, 0}:824

max{c, 0}′ = 1 if c ≥ 0, max{c, 0}′ = 0 if c < 0.825

To apply the adaptive finite element method, we generate a sequence of nested826

conforming triangulations using the adaptive procedure described in Algorithm 6.1.827

828

6.2. Test 1. Smooth solutions. We consider this example to verify that the829

expected order of convergence is obtained when solutions of the control problem are830

smooth. In this context, we assume Ω := (0, 1)3, a = 0.01, b = 5, α = 0.1, χ = 1,831

and κ = 0.1; the source term f , the desired states yΩ and EΩ, and the boundary832

conditions are chosen such that the exact optimal state and adjoint state are given by833

y∗(x) = (cos(πx) sin(πy) sin(πz), sin(πx) cos(πy) sin(πz), sin(πx) sin(πy) cos(πz)),834
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Algorithm 6.1 Adaptive Algorithm.

Input: Initial mesh T0, data f , desired states yΩ and EΩ, functions χ and κ, vector con-
straints a and b, and control cost α.
Set: n = 0.
Active set strategy:
1 : Choose initial discrete guess η0 = (y0

n,p
0
n,u

0
n) ∈ X(Tn).

2 : Compute [y∗
n,p

∗
n,u

∗
n] = SSNM[Tn,η0,f ,yΩ,EΩ,χ, κ,a,b, α], where SSNM imple-

ments Newton iteration (6.1).
Adaptive loop:
3 : For each T ∈ Tn compute the local indicators Est,T and Eadj,T defined in section 5.3.1.
4 : Mark an element T for refinement if ζT ≥ 0.5maxT ′∈Th

ζT ′ , with ζT ∈ {Est,T , Eadj,T }.
5 : From step 4, construct a new mesh, using a longest edge bisection algorithm. Set
n← n+ 1 and go to step 1.

p∗(x) = −(x2 sin(πy) sin(πz), sin(πx) sin(πz), sin(πx) sin(πy)),835

where x = (x, y, z). Given the smoothness of the solution, we present the obtained836

errors and their experimental rates of convergence only with uniform refinement.837

In particular, Table 6.1 shows the convergence history for ∥y∗ − y∗
h∥H(curl,Ω) and838

∥p∗ − p∗
h∥H(curl,Ω). In the same table, the corresponding experimental convergence839

rates are shown in terms of the mesh size h. We observe that the optimal rate of840

convergence is attained for both variables (cf. Theorem 3.1(ii) and Corollary 5.7).841

Table 6.1
Test 1: H(curl,Ω)-error and experimental order of convergence for the approximations of y∗

and p∗ with uniform refinement.

h ∥y∗ − y∗
h∥H(curl,Ω) Order ∥p∗ − p∗

h∥H(curl,Ω) Order

0.8660 0.98925 – 1.70729 –
0.4330 0.38458 0.825 0.96359 1.363
0.2165 0.16768 0.961 0.49503 1.197
0.1082 0.08271 0.986 0.24997 1.019
0.0541 0.04609 0.972 0.12747 0.843

6.3. Test 2. A 3D L-shaped domain. This test aims to assess the per-842

formance of the numerical scheme when solving the optimal control problem for a843

solution with a line singularity, with uniform and adaptive refinement. To this end,844

we consider the classical three-dimensional L-shape domain given by845

Ω := (−1, 1)× (−1, 1)× (0, 1)\
(
(0, 1)× (−1, 0)× (0, 1)

)
.846

An example of the initial mesh used for this example is depicted in Figure 6.2 (left).847

Let f , yΩ, and EΩ be such that the exact solution of the optimal control problem848

with a = 0.01, b = 1, α = 1, χ = 1, κ = 0.01 is y∗ = p∗ = (∂S∂x ,
∂S
∂y , 0), where function849

S is given, in terms of the polar coordinates (r, θ), by S(r, θ) = r2/3 sin(2θ/3). Notice850

that (y∗,p∗) have a line singularity located at z−axis, and the solution belongs only851

to H2/3−ϵ(curl,Ω) for any ϵ > 0 (see, for instance, [17]). According to (5.17) the852

expected convergence rate should be O(h2/3−ϵ) for any ϵ > 0.853

In Figure 6.1 (right) we present experimental rates of convergence for ∥y∗ −854

y∗
h∥H(curl,Ω), with uniform and adaptive refinement, in terms of the number of ele-855

ments N of the meshes. We observe that y∗
h converges to y∗ with order O(N−0.2) ≈856
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O(h0.6) for the uniform case, which is close to the expected order of convergence. On857

the other hand, the convergence for the adaptive scheme is O(N−0.3) ≈ O(h0.9). We858

note that the adaptive scheme is able to recover the optimal order O(N−1/3) ≈ O(h).859

In the same figure, we also present Eocp,Th
for each adaptive iteration. It notes that860

the estimator decays asymptotically as O(N−0.29). We observe that the convergences861

of the a posteriori error estimator and the energy error are almost optimal. Due to862

the similarity in observed behavior between the approximation of p∗ and the previ-863

ous results, both in terms of error and estimator performance, we have omitted its864

analysis for brevity. Finally, in Figure 6.2 (right) we observe a comparison between865

meshes in different adaptive iterations. It can be seen that the adaptive algorithm866

refine around the singularity produced by the re-entrant corner.867

10
3

10
4

10
5

10
-1

10
0

Fig. 6.1. Test 2. Left: Initial mesh for the L-shaped domain. Right: Comparison between error
curves for uniform and adaptive refinements, together with computed values of estimator Eocp,Th

.

Fig. 6.2. Test 2. Intermediate adaptively refined meshes with 15408 (left) and 263463 (right)
number of elements using the estimator Eocp,Th

.

6.4. Test 3. Discontinuous parameters and unknown solution. This ex-868

ample is to further test the robustness of the adaptive algorithm in the case where869

discontinuous parameters are considered. More precisely, we consider870

χ(x) =

{
0.0001 if x ∈ Ω0,

1.0 otherwise
κ(x) = κ1(x) + κ2(x) = 1Ω0 + 100× 1Ω1 .871

Here, 1Ω0 , 1Ω1 denote the characteristic functions of Ω0,Ω1 ⊂ Ω defined by872

Ω0 := {x = (x, y, z) ∈ Ω : max{|x− 0.5|, |y − 0.5|, |z − 0.5|} < 0.25} ,873
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and Ω1 := Ω
c

0 ∩Ω, respectively; the computational domain is Ω := (0, 1)3. We choose874

as data a = (0.1, 0.1), b = (100, 100), α = 1, and875

yΩ(x) = (x2 sin(πy) sin(πz), sin(πx) sin(πz), sin(πx) sin(πy)), f(x) = (1, 0, 0).876

In contrast to the previous examples, the solution of this problem cannot be described877

analytically. Moreover, due to the discontinuities of the parameters, a smooth solution878

cannot be expected and may exhibit pronounced singularities.879

Figure 6.3 illustrates the adaptive meshes generated byAlgorithm 6.1. Note that880

the adaptive refinement is concentrated on the boundary of Ω0, which is where the881

parameter discontinuity takes place. In Figure 6.4 (left), we show the approximate882

solution on the finest adaptively refined mesh, where we observe that the solution883

primarily concentrates on Ω0 and its magnitude decreases outside this region. In884

the absence of an exact solution, we employ the error estimators Est,Th
and Eadj,Th

to885

evaluate the convergence of the adaptive method. Figure 6.4 (right) shows the conver-886

gence history for Est,Th
and Ead,Th

, computed with uniform and adaptive refinement.887

From this figure we observe a convergence behavior of both estimators towards zero888

for increasing number of elements of the mesh. Notably, the adaptive method achieves889

significantly superior numerical performance. We also observe a lower order of con-890

vergence for the estimators compared to the previous example. This is expected due891

to the poor regularity and the non-smoothness detected in the solution.892

Fig. 6.3. Test 3. Adaptively refined mesh with 1626796 number of elements and the corre-
sponding cross sections of the mesh.
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