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Abstract. In this paper we analyze a conforming virtual element method to approximate the
eigenfunctions and eigenvalues of the two dimensional Oseen eigenvalue problem. We consider the
classic velocity-pressure formulation which allows us to consider the divergence-conforming virtual
element spaces employed for the Stokes equations. Under standard assumptions on the meshes we
derive a priori error estimates for the proposed method with the aid of the compact operators theory.
We report some numerical tests to confirm the theoretical results.
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1. Introduction. This paper is focused on the numerical approximation of the
eigenvalues and eigenfunctions of the Oseen spectral problem. Let Ω ⊂ R2 be an open
and bounded polygonal domain with Lipschitz boundary ∂Ω. The equations of the
Oseen eigenvalue problem are given as follows:

(1.1)


−ν∆u+ (β · ∇)u+∇p = λu, inΩ,

divu = 0, inΩ,
u = 0, on ∂Ω,∫

Ω

p = 0, inΩ,

where u is the displacement, p is the pressure and β is a given vector field, representing
a steady flow velocity and ν > 0 is the kinematic viscosity.

The Oseen problem is a linearised version of the Navier-Stokes equations. The
difference is precisely on the convective term that in (1.1) is linear, something that
on the Navier-Stokes system is not, leading to a number of well known difficulties.
The literature on fluid mechanics and more precisely on the Navier-Stokes and re-
lated problems as the Oseen system is well established and we refer to [11, 13] as
main references on the mathematical and numerical analysis. Let us mention that
these references, among others, are focused on the load problem associated to fluid
mechanics. Our contribution goes beyond that.

Our aim is to analyze numerically the eigenvalue problem (1.1). This problem has
the particularity of being non-selfadjoint, where the desirable symmetry is no longer
valid due the presence of the convective term. Recently in [17], problem (1.1) has
been studied under the approach of a finite element method. Moreover, important
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2 D. AMIGO, F. LEPE AND N. VERMA

properties of the problem at the continuous level are now available, such as the relation
between the spectrum of the Oseen and Stokes eigensystems when the convective term
of Oseen vanishes, stability of the Oseen eigenvalue problem and its dual counterpart
and, from the numerical point of view, a priori and a posteriori error estimates and
of course, numerical results that help to valid new methods.

The present paper is focused in the development and analysis of a virtual element
method (VEM) to approximate the solutions of (1.1) on the polygonal meshes. To
do this task, we need to resort to suitable virtual spaces to approximate the solu-
tions of Stokes and Navier-Stokes equations, or variations of these systems. On this
subject, the literature available is ongoing progress for different formulations such as
[3, 6, 7, 12, 10, 21] among others. However, our intention is to apply these spaces
for an eigenvalue problem, which is a different topic that has its intrinsic difficulties
in the analysis, which are documented on other works using the VEM to approx-
imate eigenvalues and eigenfunction. On this subject we refer to [1, 16] as recent
contributions. Following this, our approach for the analysis of (1.1) is the classic
velocity-pressure formulation in order to extend the results provided by [1] for the a
priori error analysis of the Stokes eigenvalue problem to our Oseen system, where the
conforming virtual spaces under consideration are those proposed in [21]. The main
difference is the lack of symmetry of the Oseen spectral problem, which demands to
consider here the discrete dual problem in order to derive error estimates. Hence, the
VEM spaces employed by [21] need to be capable to discretize properly such a dual
problem. According to [17], the solution operator for the Oseen eigenvalue problem
results to be compact and hence, the classic theory for compact operators of [5] is
applied in order to derive error estimates for the eigenvalues and eigenfunctions, to-
gether with the spurious free feature of the method. On this subject, it is important
to perform an extra computational analysis, since the VEM on its nature, depends
on some stabilization terms in order to scale correctly the discrete bilinear forms with
respect to the continuous ones. These stabilizations depend on physical parameters
and the geometrical properties of the mesh and the domain, so if it is not correctly
scaled, spurious eigenvalues may appear as in, for instance, [1, 2, 16, 19]. Hence, a
complete computational study of the method is performed in order to confirm the
order of convergence and the manner in which the spurious eigenvalues are precisely
avoided according to the theory.

The structure of our paper is as follows: Section 2 is dedicated to present the vari-
ational framework in which our work is supported, where sesquilinear forms, primal
and adjoint eigenvalue problems, continuous solution operators and regularity results
are presented. In section 3 we introduce the virtual element method for the numeri-
cal approximation of the problem (1.1). This implies the presentation of the virtual
element spaces, degrees of freedom, discrete seminorms, discrete sesquilinear forms
and of course the VEM discretization for the primal and adjoint problems. Finally,
in section 4, we present numerical tests to show the computed order of convergence
in convex and non-convex domains, and also, observed the influence of stabilization
parameters on the computation of the spectrum.

2. The variational formulation. We begin by assuming that the viscosity ν
is bounded, more precisely, we assume the existence of two constants ν+ and ν− such
that the ν− < ν < ν+. On the steady flow velocity, we assume that β ∈ L∞(Ω,C)2
and the following standard assumptions (see [13]):

• ∥β∥∞,Ω ∼ 1 if ν ≤ ∥β∥∞,Ω,
• ν ∼ 1 if ∥β∥∞,Ω < ν,
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CONFORMING VEM FOR THE OSEEN EIGENVALUE PROBLEM 3

where the first point is the case more close to the real applications. Moreover, we
assume the existence of a number ε1 > 0 such that β ∈ L2+ε1(Ω,C)2. This leads to
the skew-symmetry of the convective term (see [13, Remark 5.6]) which claims that
for all v ∈ H1

0(Ω,C)2, there holds

(2.1)

∫
Ω

(β · ∇)v · v = 0 ∀v ∈ H1
0(Ω,C)2.

Now we introduce the functional spaces and norms for our analysis. To simplify
the presentation of the material, let us define the spaces X := H1

0(Ω,C)2 × L2
0(Ω,C)

and Y := H1
0(Ω,C)2 × H1

0(Ω,C)2. For the space X we define the norm ∥ · ∥2X :=
∥ · ∥21,Ω + ∥ · ∥20,Ω whereas for Y the norm will be ∥(v,w)∥2Y = ∥v∥21,Ω + ∥w∥21,Ω, for all
(v,w) ∈ Y.

Let us introduce the following sesquilinear forms a : Y → C and b : X → C
defined by

a(w,v) := a∇(w,v) + aβ(w,v) and b(v, q) := −
∫
Ω

q div v,

where a∇, aβ : Y → C are two sesquilinear forms defined by

a∇(w,v) :=

∫
Ω

ν∇w : ∇v, aβ(w,v) :=
1

2

(∫
Ω

(β · ∇)w · v −
∫
Ω

(β · ∇)v ·w
)
,

whereas c(w,v) := (w,v)0,Ω is the standard inner product in L2(Ω,C)2. Observe that
the resulting eigenvalue problem is non-symmetric due the presence of the sesquilinear
form aβ(·, ·).

With these sesquilinear forms at hand, we write the following weak formulation
for (1.1): Find λ ∈ C and (0, 0) ̸= (u, p) ∈ X such that

(2.2)

{
a(u,v) + b(v, p) = λc(u,v) ∀v ∈ H1

0(Ω,C)2,
b(u, q) = 0 ∀q ∈ L2

0(Ω,C),

where

L2
0(Ω,C) :=

{
q ∈ L2(Ω,C) :

∫
Ω

q = 0

}
.

Let us define the kernel K of b(·, ·) as follows

K := {v ∈ H1
0(Ω,C)2 : b(v, q) = 0 ∀q ∈ L2

0(Ω,C)}.

With this space at hand, it is easy to check with the aid of (2.1) that a(·, ·) is
K-coercive. Moreover, bilinear form b(·, ·) satisfies the following inf-sup condition

(2.3) sup
τ∈H1

0(Ω,C)2

b(τ , q)

∥τh∥1,Ω
≥ β∥q∥0,Ω ∀q ∈ L2

0(Ω,C).

Let T be the so-called solution operator which is defined as follows

(2.4) T : H1
0(Ω,C)2 → H1

0(Ω,C)2, f 7→ Tf := û,

where the pair (û, p̂) ∈ X is the solution of the following well-posed source problem

(2.5)

{
a(û,v) + b(v, p̂) = c(f ,v) ∀v ∈ H1

0(Ω,C)2,
b(û, q) = 0 ∀q ∈ L2

0(Ω,C),
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implying that T is well defined due to the Babuška-Brezzi theory. Moreover, from
[13, Lemma 5.8] we have the following estimate for the velocity

(2.6) ∥∇û∥0,Ω ≤ Cpf

ν
∥f∥H−1(Ω),

and for the pressure we have

(2.7) ∥p̂∥20,Ω ≤ 1

β

(
∥f∥H−1(Ω) + ν1/2∥∇û∥0,Ω

(
ν1/2 + Cpf

∥β∥0,∞
ν1/2

))
,

where Cpf > 0 represents the constant of the Poincaré-Friedrichs inequality and β > 0
is the inf-sup constant given in (2.3).

We observe that (λ, (u, p)) ∈ C×X solves (2.2) if and only if (κ,u) is an eigenpair
of T , i.e.,Tu = κu with κ := 1/λ.

Under the assumptions on β, we have that aβ(·, ·) is well defined and hence, it
is enough to consider the classic Stokes regularity results (see [20] for instance) in
order to derive the following additional regularity result for the solutions of the Oseen
system.

Theorem 2.1. There exists s > 0 such that for all f ∈ H1
0(Ω,C)2, the solution

(û, p̂) ∈ X of problem (2.5), satisfies for the velocity û ∈ H1+s(Ω,C)2, for the pressure
p̂ ∈ Hs(Ω,C), and

∥û∥1+s,Ω + ∥p̂∥s,Ω ≤ C∥f∥1,Ω, .

where C :=
Cpf

β
max

{
1,

Cpf∥β∥∞,Ω

ν

}
and β > 0 is the constant associated to the

inf-sup condition (2.3).

The above regularity result, together with the compact inclusion H1+s(Ω,C)2 ↪→
L2(Ω,C)2, allows us to conclude the compactness of T . Now we have the following
spectral characterization for T .

Lemma 2.2. (Spectral Characterization of T ). The spectrum of T is such that
sp(T ) = {0} ∪ {κk}k∈N where {κk}k∈N is a sequence of complex eigenvalues that
converge to zero, according to their respective multiplicities.

We conclude this section by redefining the spectral problem (2.2) in order to
simplify the notations for the forthcoming analysis. With this in mind, let us introduce
the sesquilinear form A : X × X → C defined by

A((u, p); (v, q)) := a(u,v) + b(v, p)− b(u, q), ∀(v, q) ∈ X ,

which allows us to rewrite problem (2.2) as follows: Find λ ∈ C and (0, 0) ̸= (u, p) ∈ X
such that

(2.8) A((u, p), (v, q)) = λc(u,v)0,Ω ∀(v, q) ∈ X .

From [17, Lemma 2.4], we have that the following inf-sup conditions for A(·, ·)
holds

inf
(0,0) ̸=(w,r)∈X

sup
(0,0) ̸=(v,q)∈X

A((v, q), (w, r))

∥(v, q)∥∥(w, r)∥
= γ,

inf
(0,0) ̸=(v,q)∈X

sup
(0,0) ̸=(w,r)∈X

A((v, q), (w, r))

∥(v, q)∥∥(w, r)∥
= γ,

(2.9)
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where γ is a positive constant uniform with respect to ν.
Since problem (2.2) is non-selfadjoint, it is necessary to introduce the adjoint

eigenvalue problem, which reads as follows: Find λ ∈ C and a pair (0, 0) ̸= (u∗, p∗) ∈
X such that

(2.10)

{
a(v,u∗)− b(p∗,v) = λc(v,u∗) ∀v ∈ H1

0(Ω,C)2,
−b(q,u∗) = 0 ∀q ∈ L2

0(Ω,C),

Now we introduce the adjoint solution operator defined by

(2.11) T ∗ : H1(Ω,C)2 → H1(Ω,C)2, f 7→ T ∗f := û∗,

where û∗ ∈ H1(Ω,C)2 is the adjoint velocity of û and solves the following adjoint
source problem: Find (û∗, p̂∗) ∈ X such that

(2.12)

{
a(v, û∗)− b(p̂∗,v) = c(v,f) ∀v ∈ H1

0(Ω,C)2,
−b(q, û∗) = 0 ∀q ∈ L2

0(Ω,C).

Similar to Theorem 2.1, let us assume that the dual source and eigenvalue problems
are such that the following estimate holds.

Theorem 2.3. There exists s∗ > 0 such that for all f ∈ H1
0(Ω,C)2, the solution

(û∗, p̂∗) of problem (2.12), satisfies û∗ ∈ H1+s∗(Ω,C)2 and p̂∗ ∈ Hs∗(Ω,C), and

∥û∗∥1+s∗,Ω + ∥p̂∗∥s∗,Ω ≤ C∗∥f∥1,Ω,

where C∗ > 0.

Now we hace the following spectral characterization for T ∗.

Lemma 2.4. (Spectral Characterization of T ∗). The spectrum of T ∗ is such that
sp(T ∗) = {0} ∪ {κ∗

k}k∈N where {κ∗
k}k∈N is a sequence of complex eigenvalues that

converge to zero, according to their respective multiplicities.

It is easy to prove that if κ is an eigenvalue of T with multiplicity m, κ is an eigenvalue
of T ∗ with the same multiplicity m.

Let us define the sesquilinear form Â : X × X → C by

Â((v, q), (u∗, p∗)) := a(v,u∗)− b(p∗,v) + b(q,u∗),

which allows us to rewrite the dual eigenvalue problem (2.10) as follows: Find λ ∈ C
and the pair (0, 0) ̸= (u∗, p∗) ∈ X such that

(2.13) Â((v, q), (u∗, p∗)) = λ(v,u∗) ∀(v, q) ∈ X .

Similar to the continuous case, from [17, Lemma 2.7] we have that Â(·, ·) satisfies the
following inf-sup conditions

inf
(0,0) ̸=(w,r)∈X

sup
(0,0) ̸=(v,q)∈X

Â((v, q), (w, r))

∥(v, q)∥∥(w, r)∥
= γ∗,

inf
(0,0) ̸=(v,q)∈X

sup
(0,0) ̸=(w,r)∈X

Â((v, q), (w, r))

∥(v, q)∥∥(w, r)∥
= γ∗,

where γ∗ is a positive constant uniform with respect to ν.
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Remark 2.5. Let us note the following: since we are considering primal and dual
problems, and consequently we have primal and dual solutions, according to Theorem
2 and Theorem 2.3, the corresponding constants on the estimates of these theorems
depend on the nature of the problem and, strictly speaking, are not the same. We
need to take this into account in the following analysis because, in order to avoid an
excess of notation, some constants will be generic, regardless of whether the problem
is primal or dual.

3. The virtual element method. The following section is dedicated to the
analysis of the virtual element approximation for the eigenproblem presented in Prob-
lem 2.2. To do this task, first we need to introduce the following definitions. Let
{Th}h>0 be a sequence of decompositions of Ω into polygons K. Besides, we will
denote by ℓ a generic edge of ∂K and by hℓ its length. The set of all the edges in Th
will be denoted by Eh. Let us denote by hK the diameter of the element K and h the
maximum of the diameters of all the elements of the mesh, i.e., h := maxK∈Ω hK .

For the mesh Th we will consider the following assumptions:
• A1. There exists a constant γ > 0 such that, for all meshes Th, each polygon
K ∈ Th is star-shaped with respect to a ball of radius greater than or equal
to γhK .

• A2. The distance between any two vertexes of K is ≥ ChK , where C is a
positive constant.

Sesquilinear forms a(·, ·), b(·, ·) and c(·, ·) can be decomposed into local contribu-
tions as follows

a(w,v) :=
∑

K∈Th

a∇,K(w,v) + aβ,K(w,v) for all w,v ∈ H1
0(Ω,C)2,

b(v, q) :=
∑

K∈Th

bK(v, q) for all v ∈ H1
0(Ω,C)2and q ∈ L2

0(Ω,C),

c(w,v) :=
∑

K∈Th

cK(w,v) for all w,v ∈ H1
0(Ω,C)2.

In the same way, we split elementwise the norms of H1
0(Ω,C)2 and L2(Ω,C) by

∥v∥1,Ω :=

( ∑
K∈Th

∥v∥21,K

)1/2

∀v ∈ H1(Ω,C)2,

∥q∥0,Ω :=

( ∑
K∈Th

∥q∥20,K

)1/2

∀q ∈ L2
0(Ω,C).

Further, we introduce the following function space of piecewise H1 functions

H1(Ω, Th) := {v ∈ L2(Ω,C)2 : v|K ∈ H1(K,C)n},

associated with the semi-norm |v|1,h :=

( ∑
K∈Th

|v|21,K

)1/2

.

Inspired by [21, 22], we will construct the virtual spaces to analyze the discrete
problem. Let us begin with the velocity virtual space: for a simple polygon K we
define

B∂K := {vh ∈ [C0(∂K)]2 : vh · n|ℓ ∈ P2(ℓ) and vh · t|ℓ ∈ P1(ℓ) ∀ℓ ⊂ ∂K}.
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With this space at hand, we consider the following local finite dimensional space:

V̂
K

h :=
{
vh ∈ [H1(K)]2 : ∆vh −∇s ∈ ∇P2(K)⊥ for some s ∈ L2

0(E),

div vh ∈ P0(K) and vh|∂K ∈ B∂K} .

The following linear operators are well defined for all vh ∈ V̂
K

h :
• Vh

K : The (vector) values of vh at the vertices.
• Lh

K : the value of

1

|ℓ|

∫
ℓ

vh · n ∀ edges ℓ ∈ ∂K.

• Kh
K : the value of ∫

K

vh · g⊥ ∀g⊥ ∈ ∇P2(K)⊥.

Let us remark that the set of linear operators Vh
K , Lh

K , and Kh
K constitutes a set of

degrees of freedom for the local virtual space V̂
K

h (see [21]). Moreover, it is easy to

check that [P1(K)]2 ⊂ V̂
K

h . This will guarantee the good approximation properties

for the space. Now we define the projector Π∇,K : V̂
K

h −→ [P1(K)]2 ⊂ V̂
K

h for each

vh ∈ V̂
K

h as the solution of
a∇,K(p,Π∇,Kvh) = a∇,K(p,vh) ∀p ∈ [P1(K)]2,

|∂K|−1

∫
∂K

Π∇,Kvh = |∂K|−1

∫
∂K

vh.

We observe that ΠK is well defined on V̂
K

h and computable. Now we define the
local virtual element space V K

h as follows,

V K
h :=

{
vh ∈ V̂

K

h :

∫
K

Π∇,Kvh · g⊥ =

∫
K

vh · g⊥ for g⊥ ∈ ∇P2(K)⊥
}
.

In addition, the standard [L2(K,C)]2-projector operator ΠK
0 : V K

h → [P1(K)]2 can
be computed. In fact, for all vh ∈ V K

h , the function ΠK
0 vh ∈ [P1(K)]2 is defined by:∫

K

ΠK
0 vh · p =

∫
K

vh ·
(
∇p2 +∇p⊥2

)
= −

∫
K

div(vh)p2 +

∫
∂K

(vh · n)p2 +
∫
K

Π∇,Kvh · ∇p⊥2 ,

for every p ∈ [P1(K)]2.

Remark 3.1. In the case when we need to denote the aforementioned projectors
as global, we will drop the superindex K when is necessary.

Now we introduce the global virtual space: for every decomposition Th of Ω into
simple polygons K, we define

V h :=
{
vh ∈ H1

0(Ω,C)2 : vh|K ∈ V K
h , ∀K ∈ Th

}
.

In agreement with the local choice of the degrees of freedom, in V h we choose the
following degrees of freedom:
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8 D. AMIGO, F. LEPE AND N. VERMA

• Vh: the (vector) values of vh at the vertices of Th,
• Lh: the value of

1

|ℓ|

∫
ℓ

vh · n ∀ℓ ∈ Th.

On the other hand, the pressure space is given by

Qh := {qh ∈ L2(Ω,C) : qh|K ∈ P0(K), ∀K ∈ Th},

where the degrees of freedom are one per element, given by the value of the function
on the element. Moreover and for simplicity, we define Xh := V h ×Qh.

3.1. The discrete sesquilinear forms. Now we will introduce the discrete
versions of the sesquilinear forms a(·, ·), b(·, ·) and c(·, ·). Let us begin by introducing
the discrete counterpart of a∇(·, ·), which is defined by

a∇h (wh,vh) :=
∑

K∈Th

a∇,K
h (wh,vh),

where a∇,K
h (·, ·) is the sesquilinear form defined on V K

h × V K
h by

a∇,K
h (wh,vh) := a∇,K

(
Π∇,Kwh,Π

∇,Kvh

)
+ SK

(
wh −Π∇,Kwh,vh −Π∇,Kvh

)
,

for everywh,vh ∈ V K
h , where SK(·, ·) denotes any symmetric positive definite bilinear

form that satisfies

c0a
∇,K(wh,wh) ≤ SK(wh,wh) ≤ c1a

∇,K(wh,wh) ∀wh ∈ V K
h ∩ ker(Π∇,K),

with c0 and c1 being positive constants depending on the mesh assumptions. More-
over, it is easy to check that a∇,K

h (·, ·) must admit the following properties:
• Consistency: For all qh ∈ [P1(K)]2 and vh ∈ VK

h

a∇,K
h (qh,vh) = a∇,K(qh,vh),

• Stability: There exists two positive constants α∗ and α∗, independent of h
and K such that

α∗a
∇,K(vh,vh) ≤ a∇,K

h (vh,vh) ≤ α∗a∇,K(vh,vh) ∀vh ∈ VK
h .

Also, we introduce the discrete counterpart of aβ,K(·, ·), which is defined by

(3.1) âβ,K
h (wh,vh) :=

1

2

(
aβ,K
h (wh,vh)− aβ,K

h (vh,wh)
)

∀wh,vh ∈ V K
h ,

where aβ,K
h (wh,vh) := ((Π0,K

0 ∇wh)β,Π
K
0 vh)0,K and Π0,K

0 : ∇V K
h → P0(K)2×2 is

the L2-orthogonal projection onto P0(K)2×2. Then, we define

âβh (wh,vh) :=
∑

K∈Th

âβ,K
h (wh,vh),

Now, we define cKh (·, ·) as the sesquilinear form defined on V K
h × V K

h by

cKh (wh,vh) := cK
(
ΠK

0 wh,Π
K
0 vh

)
∀wh,vh ∈ V K

h .
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According to the definition of cKh (·, ·) and the approximation properties of ΠK
0 ,

it is not difficult to prove that:

cKh (qh,vh) = cK(qh,vh), qh ∈ [P1(K)]2,

and ∥v −ΠK
0 v∥0,K = infqh∈[P1(K)]2 ∥v − q∥0,K . We remark that for all K ∈ Th, the

local sesquilinear form bK(·, ·) is computable from the degrees of freedom. In fact, for
any function vh ∈ V K

h and qh ∈ Qh we have

bK(vh, qh) =

∫
K

div vhqh =
∑

ℓ⊂∂K

∫
ℓ

(qhn) · vh.

Finally, the global discrete counterparts of a(·, ·) and c(·, ·) are defined by

ah(wh,vh) := âβh (wh,vh) + a∇h (wh,vh), ch(wh,vh) :=
∑

K∈Th

cKh (wh,vh).

With all these ingredients at hand, the discrete version of (2.2) reads as follows: Find
λh ∈ C and (0, 0) ̸= (uh, ph) ∈ Xh such that

(3.2)

{
ah(uh,vh) + b(vh, ph) = λhch(uh,vh) ∀vh ∈ Vh,

b(uh, qh) = 0 ∀ qh ∈ Qh.

From (3.2) we have for the sesquilinear form b(·, ·), the following inf-sup condi-
tion given by [21, Lemma 4.3]. More precisely, there exists a positive constant β̄,
independent of h, such that

(3.3) sup
0̸=vh∈V h

b(vh, qh)

∥vh∥1,Ω
≥ β̄∥qh∥0,Ω ∀qh ∈ Qh.

On the other hand, observe that (3.1) vanishes when wh = vh, obtaining easily
the coercivity of ah(·, ·), which depends only of a∇h (·, ·). Then, following [21, Section
3.2], there exists α̃ > 0, independent of h such that

(3.4) ah(vh,vh) ≥ α̃∥vh∥21,Ω ∀vh ∈ V h.

Let us introduce the discrete solution operator T h defined by

T h : H1
0(Ω,C)2 → V h, f 7→ T hf := ûh,

where ûh is the solution of the following discrete source problem: Given a source
f ∈ H1

0(Ω,C)2, find ûh ∈ V h such that

(3.5)

{
ah(ûh,vh) + b(vh, p̂h) = ch(f ,vh) ∀vh ∈ V h,

b(ûh, qh) = 0 ∀ qh ∈ Qh.

From (3.3) and (3.4) and the Babuška-Brezzi theory, we have that T h is well
defined. Moreover, as in the continuous case, it is easy to check that (κh,uh) is an
eigenpair of T h if only if there exists (uh, ph) ∈ Xh such that (λh, (uh, ph)) ∈ C×Xh

solves (3.2), i.e. T huh = µhuh with µh := 1/λh and λh ̸= 0.
Analogously to the continuous case, we rewrite problem (3.5) as follows: Given

f ∈ [L2(Ω)]2, find (uh, ph) ∈ Xh such that

Ah((uh, ph), (vh, qh)) = ch(f ,vh), (vh, qh) ∈ V h ×Qh,
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where Ah : Xh ×Xh → C is the sesquilinear form defined by

Ah((uh, ph), (vh, qh)) := ah(uh,vh) + b(vh, ph)− b(uh, qh),

for all (uh, ph), (vh, qh) ∈ Xh.

3.2. Technical approximation results. The following approximation result
for polynomials in star-shaped domains (see for instance [9]), is derived from results
of interpolation between Sobolev spaces (see for instance [11, Theorem I.1.4]) leading
to an analogous result for integer values of s.

Lemma 3.2 (Existence of a virtual approximation operator). If assumption A1
is satisfied, then for every s with 0 ≤ s ≤ 1 and for every v ∈ [H1+s(K,C)]2, there
exists vπ ∈ P1(K) such that

∥v − vπ∥0,K + hK |v − vπ|1,K ≲ h1+s
K ∥v∥1+s,K ,

where the hidden constant depends only on mesh regularity constant γ.

We also have the following result that provides the existence of an interpolated func-
tion for the velocity, together with an approximation error (see [21, Lemma 4.2]).

Lemma 3.3 (Existence of an interpolation operator). Under the assumptions
A1 and A2, let v ∈ H1

0(Ω,C)2 ∩ [H1+s(Ω,C)]2, with 0 ≤ s ≤ 1. Then, there exists
vI ∈ V h such that

∥v − vI∥0,K + hK |v − vI |1,K ≲ h1+s
K |v|1+s,K ,

where the hidden constant is positive and independent of hK .

Finally, let Ph : L2(Ω,C) →
{
q ∈ L2(Ω,C) : q|K ∈ P0(K)

}
be the L2(Ω,C)-orthogonal

projector which satisfies the following approximation property.

Lemma 3.4. If 0 ≤ s ≤ 1, it holds

∥q − Ph(q)∥0,Ω ≲ hs∥q∥s,Ω ∀q ∈ Hs(Ω,C) ∩Q.

As in the continuous case, we also have an inf-sup condition for Ah(·, ·). This is
stated in the following result.

Lemma 3.5. The following inf-sup conditions for Ah(·, ·) holds

inf
(0,0)̸=(wh,rh)∈Xh

sup
(0,0)̸=(vh,qh)∈Xh

Ah((vh, qh), (wh, rh))

∥(vh, qh)∥∥(wh, rh)∥
= γ̃,

inf
(0,0)̸=(vh,qh)∈Xh

sup
(0,0)̸=(wh,rh)∈Xh

Ah((vh, qh), (wh, rh))

∥(vh, qh)∥∥(wh, rh)∥
= γ̃.

Proof. The proof is divided in three steps.
Step 1. Observe that

Ah((vh, qh), (vh, qh)) = ah(vh,vh) ≥ C∥vh∥21,Ω,

and invoking the Archimedean property, there exists ε ∈ (0, 1] such that

Ah((vh, qh), (vh, qh)) = ah(vh,vh) ≥ C∥vh∥21,Ω ≥ Cε∥(vh, qh)∥2.
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Step 2. For wh ∈ V h we have

Ah((vh, qh), (wh, 0)) = ah(vh,wh) + b(wh, qh).

Invoking the inf-sup condition for b(·, ·), for qh ∈ Qh there exists w̃h ∈ V h such that

b(w̃h, qh) ≥ β̃∥w̃h∥1,Ω∥qh∥0,Ω,

and defining wh :=
∥qh∥0,Ω
∥w̃h∥1,Ω

w̃h we have

∥wh∥1,Ω = ∥qh∥0,Ω and b(wh, qh) ≥ β̃∥qh∥20,Ω ∀qh ∈ Qh.

Therefore, we obtain −b(wh, qh) ≤ −β̃∥qh∥20,Ω.
On the other hand it is direct the following estimate

ah(vh,wh) ≤ Cmax{∥β∥∞,Ω, ν}∥vh∥1,Ω∥wh∥1,Ω ≤ Cβ,ν∥(vh, qh)∥2.

Hence we obtain

Ah((vh, qh), (wh, 0)) ≤ −β̃∥qh∥20,Ω + Cβ,ν∥(vh, qh)∥2.

Step 3. Substituting wh by −wh in the last estimate on Step 2, we obtain

(3.6) Ah((vh, qh), (−wh, 0)) = −Ah((vh, qh), (wh, 0)) ≥ β̃∥qh∥20,Ω−Cβ,ν∥(vh, qh)∥2.

With the above estimate at hand and invoking [8, Lemma 5], we conclude directly
that

Ah((vh, qh), (wh, rh)) ≥ γ̃∥(vh, qh)∥∥(wh, rh)∥.

This concludes the proof.

As a consequence of Lemma 3.5, we have that Ah(·, ·) is stable in the sense that
given (vh, qh) ∈ Xh, there exists a pair (wh, sh) ∈ Xh such that ∥vh∥1,Ω + ∥qh∥0,Ω ≤
Ah((vh, qh), (wh, sh)) and ∥wh∥1,Ω + ∥sh∥0,Ω ≤ C.

3.3. The dual discrete eigenvalue problem. With our discrete spaces at
hand, we are in position to introduce the virtual element discretization of (2.10)
which reads as follows: Find λh ∈ C and (0, 0) ̸= (u∗

h, p
∗
h) ∈ Xh such that{

ah(vh,u
∗
h)− b(vh, p

∗
h) = λhch(vh,u

∗
h) ∀vh ∈ V h,

−b(u∗
h, qh) = 0 ∀qh ∈ Qh.

Then, we introduce the adjoint of T h, which is defined as follows

T ∗
h : H1(Ω,C)2 → V h, f∗ 7→ T ∗

hf
∗ := û∗

h,

where the pair (û∗
h, p̂

∗
h) ∈ Xh is the solution of the following well posed dual discrete

source problem

(3.7)

{
ah(v

∗
h, û

∗
h)− b(vh, p̂

∗
h) = ch(vh,f

∗) ∀vh ∈ V h,
−b(û∗

h, qh) = 0 ∀qh ∈ Qh.

implying that T ∗
h is well defined due to the Babuŝka-Brezzi theory.
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The discrete counterpart of (2.8) is defined by

Âh((vh, qh), (u
∗
h, p

∗
h)) := ah(vh,u

∗
h)− b(ph,v) + b(u∗

h, qh).

As in the primal problem, we also have an inf-sup condition for Ah(·, ·). The
proof is similar to those in Lemma 3.5, so we skip the details.

Lemma 3.6. The following inf-sup conditions for Âh(·, ·) holds

inf
(0,0)̸=(wh,rh)∈Xh

sup
(0,0)̸=(vh,qh)∈Xh

Âh((vh, qh), (wh, rh))

∥(vh, qh)∥∥(wh, rh)∥
= γ̃∗,

inf
(0,0)̸=(vh,qh)∈Xh

sup
(0,0)̸=(wh,rh)∈Xh

Âh((vh, qh), (wh, rh))

∥(vh, qh)∥∥(wh, rh)∥
= γ̃∗.

Finally, we observe that the discrete eigenvalues associated to T ∗
h are the conju-

gates of the eigenvalues of T h.
Now, due to the compactness of T , we are able to prove that T h converge to T

as h ↓ 0 in norm. This is contained in the following result.

Lemma 3.7. Let f ∈ H1
0(Ω,C) be such that û := Tf and ûh := T hf . Then,

there exists a positive constant C, independent of h, such that

∥(T − T h)f∥1,Ω ≤ Chσ∥f∥1,Ω, σ := min{1, s}.

Proof. Let f ∈ H1
0(Ω) be such that û := Tf and ûh := T hf , where the pairs

(û, p̂) ∈ X and (ûh, p̂h) ∈ Xh are the solutions of (2.5) and (3.5), respectively. Then,
we have

(3.8) ∥(T − T h)f∥1,Ω = ∥û− ûh∥1,Ω ≤ ∥û− ûh∥1,Ω + ∥p̂− p̂h∥0,Ω
≤ ∥û− ûI∥1,Ω + ∥p̂− Ph(p̂)∥0,Ω + ∥ûI − ûh∥1,Ω + ∥p̂h − Ph(p̂)∥0,Ω.

Observe that invoking Lemmas 3.3 and 3.4 we obtain

∥û− ûI∥1,Ω ≲ hs|û|1+s,Ω and ∥p̂− Ph(p̂)∥0,Ω ≲ hs∥p̂∥s,Ω.

Now, we need to control the last two terms on the right-hand side of (3.8). First we
note that, since Ah(·, ·) is stable we have

(3.9) ∥ûI − ûh∥1,Ω + ∥p̂h − Ph(p̂)∥0,Ω ≤ Ah((ûI − ûh, p̂h − Ph(p̂)), (vh, qh)),

with (vh, qh) ∈ Xh being chosen in such a way that ∥vh∥1,Ω + ∥qh∥0,Ω ≤ 1. On the
other hand, manipulating the right-hand side of (3.9) we obtain

Ah((ûI − ûh, p̂h − Ph(p̂)), (vh, qh)) = Ah((ûI ,Ph(p̂)), (vh, qh))− ch(f ,vh)

=
∑

K∈Th

[
a∇,K
h (ûI ,vh) + âβ,K

h (ûI ,vh) + bK(v,Ph(p̂)) + bK(ûI , qh)
]
− ch(f ,vh)

=
∑

K∈Th

[
a∇,K
h (ûI − ûπ,vh) + a∇,K(ûπ − û,vh) + a∇,K(û,vh) + âβ,K

h (ûI ,vh)

+bK(v,Ph(p̂)) + bK(ûI , qh)
]
− ch(f ,vh)

=
∑

K∈Th

[
a∇,K
h (ûI − ûπ,vh) + a∇,K(ûπ − û,vh) + âβ,K

h (ûI ,vh)− âβ,K(û,vh)

+bK(vh,Ph(p̂)− p̂) + bK(ûI − û, qh)
]
− c(f ,vh −Π0vh).
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Next, using triangle inequality and invoking Lemmas 3.2 and 3.3 we obtain

(3.10) a∇,K
h (ûI − ûπ,vh) ≤ ν|ûI − ûπ|1,K |vh|1,K

≲ ν∥vh∥1,K (|û− ûI |1,K + |û− ûπ|1,K) ≲ νhs
K∥û∥1+s,K∥vh∥1,K .

Invoking again Lemma 3.2 we obtain

(3.11) a∇,K(ûπ − û,vh) ≤ ν|û− ûπ|1,K |vh|1,K ≲ νhs
K∥û∥1+s,K∥vh∥1,K .

Now, invoking Lemma 3.4 and 3.3 we obtain

bK(vh,Ph(p̂)− p̂) ≤ |vh|1,K∥p̂− Ph(p̂)∥0,K ≤ hs
K∥vh∥1,K∥p̂∥s,K ,

bK(ûI − û, qh) ≤ |û− ûI |1,K∥qh∥0,K ≤ hs
K∥û∥1+s,K∥qh∥0,K .

(3.12)

On the other hand, using approximation properties of ΠK
0 , we have

(3.13) c(f ,vh −Π0vh) ≤ ∥f∥0,Ω∥vh −Π0vh∥0,Ω ≤ h∥f∥1,Ω∥vh∥1,Ω.

Finally, we need to control the convective terms. To do this task, we have

âβ,K
h (ûI ,vh) − âβ,K(û,vh) = âβ,K

h (ûI ,vh)− âβ,K(ûI ,vh)︸ ︷︷ ︸
(I)

+ âβ,K(ûI − û,vh)︸ ︷︷ ︸
(II)

.

Observe that (II) is easily bounded by using Lemma 3.3, obtaining

(II) ≤ ∥β∥∞,K

2
|û− ûI |1,K∥vh∥0,K +

∥β∥∞,K

2
|vh|1,K∥û− ûI∥0,K

≲
∥β∥∞,K

2
hs
K∥û∥1+s,K∥vh∥1,K +

∥β∥∞,K

2
h1+s
K ∥û∥1+s,K∥vh∥1,K

≲ ∥β∥∞,Khσ
K∥û∥1+s,K∥vh∥1,K

To estimate (I), we observe that the following identity can be obtained

((β · ∇)u,v)0,Ω = ((∇u)β,v)0,Ω =
(
∇u, (β ⊗ v)t

)
0,Ω

,

where t denotes the traspose operator. On the other hand, observe that by the
definition of the projectors Π0,K

0 and Π∇,K , for every c ∈ P0(K)2×2 we have

(Π0,K
0 ∇v, c)0,K = (∇v, c)0,K = (∇Π∇,Kv, c)0,K ,

obtaining that Π0,K
0 ∇v = ∇Π∇,Kv. With the previous identities at hand, we have

aβ,K
h (ûI ,vh)− aβ,K(ûI ,vh) =

(
(∇Π∇,KûI)β,Π

K
0 vh

)
0,K

− ((∇ûI)β,vh))0,K

=
(
(∇Π∇,KûI −∇ûI)β,Π

K
0 vh

)
0,K

+
(
(∇ûI)β,Π

K
0 vh − vh

)
0,K

=
(
∇Π∇,KûI −∇ûI , (β ⊗ΠK

0 vh)
t
)
0,K

+
(
(∇ûI)β,Π

K
0 vh − vh

)
0,K

=
(
∇Π∇,KûI −∇ûI , (β ⊗ (ΠK

0 vh − vh))
t
)
0,K

+
(
(∇ûI)β −ΠK

0 ((∇ûI)β),Π
K
0 vh − vh

)
0,K

+
(
∇Π∇,KûI −∇ûI , (β ⊗ vh)

t −Π0,K
0 (β ⊗ vh)

t
)
0,K

.
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Hence, using the Cauchy-Schwarz inequality we obtain

aβ,K
h (ûI ,vh)− aβ,K(ûI ,vh) ≤ ∥(∇ûI)β −ΠK

0 ((∇ûI)β)∥0,K∥vh −ΠK
0 vh∥0,K

+ |ûI −Π∇,KûI |1,K
(
∥β ⊗ (ΠK

0 vh − vh)∥0,K + ∥β ⊗ vh −ΠK
0 (β ⊗ vh)

t∥0,K
)

≲ hK∥β∥∞,K |ûI |1,K∥vh∥1,K ≲ hK∥β∥∞,K∥û∥1,K∥vh∥1,K ,

where in the last inequality we have used the stability of Π∇,K , Cauchy-Schwarz
inequality and error estimates for ΠK

0 , together with the assumption that (β ⊗ vh)
t

has suffient regularity. Changing the roles of ûI and vh we conclude that

(3.14) âβ,K
h (ûI ,vh)− âβ,K(ûI ,vh) ≲ hσ

K∥β∥∞,K∥û∥1,K∥vh∥1,K ,

where σ := min{1, s}. Therefore, summing over all polygons, using the estimates
(2.6), (2.7), invoking Theorem 2.1 and gathering (3.10), (3.11), (3.12), (3.13), (3.14)
we obtain

∥(T − T h)f∥1,Ω ≤ Chσ∥f∥1,Ω,

where if C > 0 is the constant defined in Theorem 2.1, then

(3.15) C := max

{
2C, 2Cν,C∥β∥∞,Ω,

2Cpf

ν
∥β∥∞,Ω, 1

}
.

This concludes the proof.

Also for the adjoint problem, we have the same convergence result. Since the proof is
essentially identical to Lemma 3.7 we skip the steps of the proof.

Lemma 3.8. There exists a constant C > 0, independent of h, such that

∥(T ∗ − T ∗
h)f∥1,Ω ≤ Chσ∗

∥f∥1,Ω, σ∗ := min{1, s∗},

where C > 0 is defined in Lemma 3.7.

Now we are in position to apply the theory of [14] to conclude that our numer-
ical method does not introduce spurious eigenvalues. This is stated in the following
theorem.

Theorem 3.9. Let V ⊂ C be an open set containing sp(T ). Then, there exists
h0 > 0 such that sp(T h) ⊂ V for all h < h0.

3.4. Error estimates. To do the task of deriving error estimates, we begin by
recalling some definitions. Let κ be a nonzero isolated eigenvalue of T with algebraic
multiplicity m and let Γ be a disk of the complex plane centered in κ, such that κ
is the only eigenvalue of T lying in Γ and ∂Γ ∩ sp(T ) = ∅. We define the spectral
projections of E and E∗, associated to T and T ∗, respectively, as follows:

1. The spectral projector of T associated to κ is E :=
1

2πi

∫
∂Γ

(zI − T )−1 dz;

2. The spectral projector of T ∗ associated to κ is E∗ :=
1

2πi

∫
∂Γ

(zI−T ∗)−1 dz,

where I represents the identity operator. Let us remark that E and E∗ are the
projections onto the generalized eigenvector R(E) and R(E∗), respectively.
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A consequence of Lemma 3.7 is that there existm eigenvalues that lie in Γ, namely

κ
(1)
h , . . . , κ

(m)
h , repeated according their respective multiplicities, that converge to κ as

h goes to zero. With this result at hand, we introduce the following spectral projection

Eh :=
1

2πi

∫
∂Γ

(zI − T h)
−1 dz,

which is a projection onto the discrete invariant subspace R(Eh) of T , spanned by

the generalized eigenvector of T h corresponding to κ
(1)
h , . . . , κ

(m)
h . Now we recall the

definition of the gap δ̂ between two closed subspaces X and Y of L2(Ω):

δ̂(X ,Y) := max
{
δ(X ,Y), δ(Y,X )

}
, where δ(X ,Y) := sup

x∈X
∥x∥0,Ω=1

(
inf
y∈Y

∥x− y∥0,Ω

)
.

We end this section proving error estimates for the eigenfunctions and eigenvalues.

Theorem 3.10. The following estimates hold

δ̂(R(E), R(Eh)) ≤ Chσ, δ̂(R(E∗), R(E∗
h)) ≤ Chσ∗

and |κ− κ̂h| ≤ C̃hσ+σ∗
,

where κ̂h :=
1

m

m∑
i=1

κ
(i)
h , C̃ > 0 is independent of h and C > 0 is defined in Lemma

3.7.

Proof. The proof of the gap between the eigenspaces is a direct consequence of
the convergence in norm between T and T h as h goes to zero. We focus on the
double order of convergence for the eigenvalues. Let {uk}mk=1 be such that Tuk =
κuk, for k = 1, . . . ,m, and let {u∗

k}mk=1 be a dual basis for {uk}mk=1. This basis
satisfies A((uk, p), (u

∗
l , p

∗)) = δk.l, where δk.l represents the Kronecker delta. From
[4, Theorem 7.2], the following identity holds true

|κ− κ̂h| ≲
1

m

m∑
i=1

|⟨(T − T h)uk,u
∗
k⟩|+ ∥T − T h∥L(H1

0(Ω,C))∥T ∗ − T ∗
h∥L(H1

0(Ω,C)),

where ⟨·, ·⟩ denotes the corresponding duality pairing. Observe that the last term is
estimate invoking Lemma 3.7, obtaining

∥T − T h∥L(H1
0(Ω,C))∥T ∗ − T ∗

h∥L(H1
0(Ω,C)) ≤ C2hσ+σ∗

.

Hence, we only need to control the first term in the above estimate. In order to obtain
such a estimate, observe that the following identity holds
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⟨(T − T h)uk,u
∗
k⟩ = A(((T − T h)uk, p− ph), (u

∗
k, p

∗))

= A(((T − T h)uk, p− ph), (u
∗
k − (u∗

k)I , p
∗ − Ph(p

∗)))

+A(((T − T h)uk, p− ph), ((u
∗
k)I ,Ph(p

∗)))

= A(((T − T h)uk, p− ph), (u
∗
k − (u∗

k)I , p
∗ − Ph(p

∗)))

+A((Tuk, p), ((u
∗
k)I ,Ph(p

∗)))−A((T huk, ph), ((u
∗
k)I ,Ph(p

∗)))

= A(((T − T h)uk, p− ph), (u
∗
k − (u∗

k)I , p
∗ − Ph(p

∗)))︸ ︷︷ ︸
(I)

+Ah((T huk, ph), ((u
∗
k)I ,Ph(p

∗)))−A((T huk, ph), ((u
∗
k)I ,Ph(p

∗)))︸ ︷︷ ︸
(II)

+ [c(uk, (u
∗
k)I)− ch(uk, (u

∗
k)I)]︸ ︷︷ ︸

(III)

.

Now, our task is to estimate the contributions (I), (II) and (III). For (I), using the
Cauchy-Schwarz inequality and invoking Lemmas 3.7, 3.3 and 3.4 we obtain

(3.16)
(I) ≤ ν∥(T −T h)uk∥1,Ω|u∗

k − (u∗
k)I |1,Ω + ∥β∥∞,Ω∥(T −T h)uk∥1,Ω∥u∗

k − (u∗
k)I∥0,Ω

+ ∥p− ph∥0,Ω|u∗
k − (u∗

k)I |1,Ω + ∥p∗ − Ph(p
∗)∥0,Ω∥(T − T h)uk∥1,Ω

≤ max{C∥β∥∞,Ω,Cν,C}hσ+σ∗
.

For (III), using the definition of Π0 and it error estimates, together with the stability
of the virtual interpolant, we obtain

(3.17) (III) = c(uk −Π0, (u
∗
k)I −Π0(u

∗
k)I)

≤ ∥uk −Π0uk∥0,Ω∥(u∗
k)I −Π0(u

∗
k)I)∥0,Ω ≤ hσ+σ∗

.

Finally, we need to estimate (II). For this, first we note that

(II) =
∑

K∈Th

[
a∇,K
h (T huk, (u

∗
k)I)− a∇,K(T huk, (u

∗
k)I)

]
+
[
âβ,K
h (T huk, (u

∗
k)I)− âβ,K(T huk, (u

∗
k)I)

]
.

Hence, we need to control the terms associated to the gradients and the convective
terms. So, we have∑

K∈Th

[
a∇,K
h (T huk, (u

∗
k)I)− a∇,K(T huk, (u

∗
k)I)

]
≤ Cν

∑
K∈Th

|T huk −Π∇,KT huk|1,K |(u∗
k)I −Π∇,K(u∗

k)I |1,K

≤ Cν|T huk −Π∇T huk|1,h|(u∗
k)I −Π∇(u∗

k)I |1,h,

and adding and subtracting Tuk and Π∇Tuk in |T huk −Π∇T huk|1,h, and uk and

Π∇u∗
k in |(u∗

k)I −Π∇(u∗
k)I |1,h, together with triangle inequality, we obtain∑

K∈Th

[
a∇,K
h (T huk, (u

∗
k)I)− a∇,K(T huk, (u

∗
k)I)

]
≤ max{Cν,C}hσ+σ∗

,
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where in the last inequality we have invoked Lemmas 3.7, 3.3 and 3.2. For the
convective terms, we proceed as in the proof of Lemma 3.5, obtaining∑

K∈Th

[
aβ,K
h (T huk, (u

∗
k)I)− aβ,K(T huk, (u

∗
k)I)

]
≤ 2∥(∇T huk)β −Π0((∇T huk)β)∥0,Ω∥(u∗

k)I −Π0(u
∗
k)I∥0,Ω

+ 2|T huk −Π∇T huk|1,h
(
∥(β ⊗ (Π0(u

∗
k)I − (u∗

k)I))
t∥0,Ω

+∥(β ⊗ (u∗
k)I)

t −Π0(β ⊗ (u∗
k)I)

t∥0,Ω
)
.

Let us focus on the term ∥(∇T huk)β−Π0((∇T huk)β)∥0,Ω of the previous estimate.
On this term we add and subtract the terms (∇Tuk)β and Π0((∇Tuk)β). Now,
for the term |T huk − Π∇T huk|1,Ω we add and subtract Tuk and Π∇Tuk. Then,
applying triangle inequality in each term, together with Lemmas 3.7 and the error
estimates for Π0, yields to∑
K∈Th

[
aβ,K
h (T huk, (u

∗
k)I)− aβ,K(T huk, (u

∗
k)I)

]
≤ 2max{C∥β∥∞,Ω, ∥β∥∞,Ω}hσ+σ∗

.

Then, changing the roles of T huk and (u∗
k)I and proceeding in a similar way, we

conclude that∑
K∈Th

[
âβ,K
h (T huk, (u

∗
k)I)− âβ,K(T huk, (u

∗
k)I)

]
≤ 2max{C∥β∥∞,Ω, ∥β∥∞,Ω}hσ+σ∗

.

Therefore, we obtain that

(3.18) (II) ≤ max{C∥β∥∞,Ω,Cν, ∥β∥∞,Ω,C}hσ+σ∗
.

Finally, gathering (3.16), (3.17) and (3.18), and defining

C̃ := max{C∥β∥∞,Ω,Cν, ∥β∥∞,Ω,C, 1},

where C is defined in (3.15), we conclude the proof.

Our next goal is to obtain an L2 norm estimate for the velocity. To do this task
we use a standard duality argument.

Lemma 3.11. Let f ∈ R(E) be such that û := Tf and ûh := T hf . Then, the
following estimate holds

∥û− ûh∥0,Ω ≤ Chr̃+σ∥f∥1,Ω,

where C > 0 is independent of h.

Proof. Let us consider the following auxiliary problem: Find (z, ϕ) ∈ X such that

(3.19)

{
a(v, z) + b(v, ϕ) = c(v, û− ûh) ∀v ∈ H1

0(Ω,C)2,
b(z, q) = 0 ∀q ∈ L2

0(Ω,C).

Observe that this problem is well-posed and its solution satisfies the following estimate

(3.20) ∥z∥1+r,Ω + ∥ϕ∥r,Ω ≤ C∥û− ûh∥0,Ω,
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where C > 0 is the constant given by Theorem 2.1. Moreover, z and ϕ satisfies
the estimates (2.6) and (2.7) respectively. Now we need to estimate the term on the
right-hand side of (3.20). First, we define r̃ := min{1, r}. Now, testing (3.19) with
v := û− ûh we obtain

∥û− ûh∥20,Ω = c(û− ûh, û− ûh)

= a(û− ûh, z) + b(û− ûh, ϕ)

= a(û− ûh, z − zI)︸ ︷︷ ︸
(I)

+ b(û− ûh, ϕ− Ph(ϕ))︸ ︷︷ ︸
(II)

+ a(û− ûh, zI)︸ ︷︷ ︸
(III)

,

where in the last equality we have used that b(û − ûh,Ph(ϕ)) = 0 from the second
equations of (2.5) and (3.5).

The task now is to estimate each of the contributions (I), (II) and (III) on the
above identity. For (I), using the Cauchy-Schwarz inequality and invoking Lemmas
3.7 and 3.3 we have

(3.21) (I) ≤ ν∥û− ûh∥1,Ω|z − zI |1,Ω ≤ Cνhr̃+σ∥f∥1,Ω∥z∥1+r̃,Ω

≤ CCνhr̃+σ∥f∥1,Ω∥û− ûh∥0,Ω.

For (II), we invoke Lemmas 3.7 and 3.4, obtaining

(3.22) (II) ≤ ∥û− ûh∥1,Ω∥ϕ− Ph(ϕ)∥0,Ω ≤ Chr̃+σ∥f∥1,Ω∥ϕ∥r̃,Ω
≤ CChr̃+σ∥f∥1,Ω∥û− ûh∥0,Ω.

Finally, observe that for (III), using the first equations in (2.5) and (3.5), the following
identity can be obtained

a(û− ûh, zI) = a(û, zI)− a(ûh, zI)

= c(f , zI)− b(zI , p)− a(ûh, zI)

= c(f , zI)− ch(f , zI)︸ ︷︷ ︸
(IV)

+ b(z − zI , p− ph)︸ ︷︷ ︸
(V)

+ ah(ûh, zI)− a(ûh, zI)︸ ︷︷ ︸
(VI)

.

Note that the contributions (IV) and (V) can be easily estimated, obtaining

(IV) ≤ ∥f −Π0f∥0,Ω∥zI −Π0zI∥0,Ω ≤ hr̃+σ∥f∥1,Ω∥z∥1,Ω,
(V) ≤ ∥p− ph∥0,Ω|z − zI |1,Ω ≤ Chr̃+σ∥f∥1,Ω∥z∥1+r̃,Ω,

whereas for (VI) we have

(VI) ≤ 2max{C∥β∥∞,Ω,Cν, ∥β∥∞,Ω, 1}hr̃+σ∥f∥1,Ω∥z∥1,Ω.

Hence, we obtain for (III) that

(3.23) (III) ≤ C̃∗hr̃+σ∥f∥1,Ω∥z∥1+r̃,Ω,

where

Ĉ∗ := max

{
Cpf

ν
,CC, 2max{C∥β∥∞,Ω,Cν, ∥β∥∞,Ω, 1}

Cpf

ν

}
,

This manuscript is for review purposes only.



CONFORMING VEM FOR THE OSEEN EIGENVALUE PROBLEM 19

and gathering (3.21), (3.22) and (3.23), together with (3.20), we conclude that

∥û− ûh∥0,Ω ≤ Chr̃+σ∥f∥1,Ω, C := max{CCν,CC, C̃∗}.

This completes the proof.

Observe that similar arguments can be done for the dual problem. Since the proof
is identically, we skip the proof.

Lemma 3.12. Let f ∈ R(E∗) be such that û∗ := T ∗f and û∗
h := T ∗

hf . Then, the
following estimate holds

∥û∗ − û∗
h∥0,Ω ≤ Chr̃∗+σ∗

∥f∥1,Ω,

where C > 0 is defined in Lemma 3.11.

3.5. Error in L2 norm. Our aim is to derive an error estimate for the L2 norm
of the velocity. To do this task, we define the solution operator on the space L2(Ω,C)2

as T̃ : L2(Ω,C)2 → L2(Ω,C)2, which is defined by T̃ f := ũ, where ũ is solution of

(2.5). Observe that T̃ is well-defined and compact, but not self-adjoint. Hence, we

define the dual operator of T̃ as T̃
∗
: L2(Ω,C)2 → L2(Ω,C)2 as T̃

∗
f := ũ∗, where ũ∗

is solution of (2.12). Finally, we remark that the spectra of T̃ and T coincide.

Now we present the following result, in which the convergence of T h to T̃ as h ↓ 0
is obtained.

Lemma 3.13. For every f ∈ L2(Ω,C)2, the following estimate holds

∥(T̃ − T h)f∥0,Ω ≤ Chσ∥f∥0,Ω,

where C > 0 is defined in Lemma 3.7.

Proof. The proof follows the same steps of those in the proof of Lemma 3.7, but
considering the source f ∈ L2(Ω,C)2.

Similar arguments can be used in order to obtain the convergence of T ∗
h to T̃

∗
as

h ↓ 0, which we present in the following result.

Lemma 3.14. For every f ∈ L2(Ω,C)2, the following estimate holds

∥(T̃
∗
− T ∗

h)f∥0,Ω ≤ Chσ∗
∥f∥0,Ω,

where C > 0 is defined in Lemma 3.7.

Finally, we conclude this section with error estimates for primal and dual eigen-
functions.

Lemma 3.15. Let uh be an eigenfunction of T h associated with the eigenvalue

κ
(i)
h , 1 ≤ i ≤ m, with ∥uh∥0,Ω = 1. Then, there exists an eigenfunction u ∈ L2(Ω,C)2

of T associated to the eigenvalue κ such that

∥u− uh∥0,Ω ≤ Chr̃+σ,

where C > 0 is independent of h.

Proof. Applying Lemma 3.13 and [4, Theorem 7.1], we have spectral convergence

of T h to T̃ . Now, due to the relation between the eigenfunctions of T and T h with
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those of T̃ and T h, we have uh ∈ R(Eh) and there exists u ∈ R(E) such that

∥u− uh∥0,Ω ≲ sup
f̃∈R(Ẽh):∥f̃∥0,Ω=1

∥(T̃ − T h)f̃∥0,Ω,

where R(Ẽh) is an eigenspace of T̃ . On the other hand, using Lemma 3.11, for all

f̃ ∈ R(Ẽ), if f ∈ R(Ẽ) is such that f = f̃ , then

∥(T̃ − T h)f̃∥0,Ω = ∥(T − T h)f∥0,Ω ≤ Chr̃+σ.

This concludes the proof.

Observe that the same arguments can be used for the dual problem, obtaining the
following result.

Lemma 3.16. Let u∗
h be an eigenfunction of T ∗

h associated with the eigenvalue

κ
∗(i)
h , 1 ≤ i ≤ m, with ∥u∗

h∥0,Ω = 1. Then, there exists an eigenfunction u∗ ∈
L2(Ω,C)2 of T ∗ associated to the eigenvalue κ∗ such that

∥u∗ − u∗
h∥0,Ω ≤ Chr̃∗+σ∗

,

where C > 0 is independent of h.

4. Numerical experiments. We conclude our paper reporting some numerical
tests to illustrate the performance of our method. The implementation of the method
has been developed in MATLAB. The goal is to assess the performance of the method
on different domains with polygonal meshes and study the presence of spurious ei-
genvalues. After computing the eigenvalues, the rates of convergence are calculated
by using a least-square fitting. More precisely, if λh is a discrete complex eigenvalue,
then the rate of convergence α is calculated by extrapolation with the least square
fitting

λh ≈ λextr + Chα,

where λextr is the extrapolated eigenvalue given by the fitting. Also, N represents the
number of polygons in the bottom of the square.

For the tests we consider the following families of polygonal meshes which satisfy
the assumptions A1 and A2 (see Figure 1):

• T 1
h : distorted squares meshes;

• T 2
h : Voronoi meshes;

• T 3
h : trapezoidal meshes;

• T 4
h : polygons with middle points;

• T 5
h : triangle mesh with middle points.

4.1. Test 1: Convex domain. In this test, we consider the convex domain
Ω = (−1, 1)2 with zero boundary conditions, and β = (1, 0)t. Observe that due to the
convexity of this domain, the convergence rates are the optimal as we expect. The
meshes considered for this test are T 1

h , T 2
h and T 3

h . In tables 1,2 and 3 we present
the first four approximated frequencies and their orders of convergence on these three
different meshes.
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Fig. 1. Sample meshes: T 1
h (top left), T 2

h (top center), T 3
h (top right), T 4

h (bottom left), T 5
h

(bottom right).

Table 1
Four lowest approximated frequencies, orders of convergence and extrapolated frequencies com-

puted with T 1
h .

ωhi N=16 N=32 N=64 N=128 Order Exact.
ωh1 13.92216 13.68985 13.62982 13.61468 1.96 13.60931
ωh2 24.08035 23.37254 23.19098 23.14515 1.97 23.12934
ωh3 24.33081 23.64147 23.47925 23.43710 2.07 23.42628
ωh4 34.88566 32.93985 32.46160 32.33912 2.02 32.30257

Table 2
Four lowest approximated frequencies, orders of convergence and extrapolated frequencies com-

puted with T 2
h .

ωhi N=14 N=30 N=66 N=121 Order Exact.
ωh1 13.75551 13.63935 13.61705 13.61130 2.11 13.61056
ωh2 23.61476 23.24318 23.15738 23.13621 1.90 23.12977
ωh3 23.91363 23.53488 23.44976 23.42958 1.94 23.42363
ωh4 33.33498 32.54061 32.35652 32.31206 1.90 32.29795
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Table 3
Four lowest approximated frequencies, orders of convergence and extrapolated frequencies com-

puted with T 3
h .

ωhi N=16 N=32 N=64 N=128 Order Exact.
ωh1 13.90229 13.68293 13.62793 13.61418 2.00 13.60966
ωh2 24.02186 23.35522 23.18628 23.14389 1.98 23.12908
ωh3 24.19279 23.61418 23.47066 23.43489 2.01 23.42314
ωh4 34.67160 32.90207 32.44979 32.33609 1.97 32.29576

We observe from Tables 1, 2 and 3 that the computed order of convergence
matches with theoretical order of convergence, and independent of the mesh type.
It is clear that the convexity of the domain together with the null Dirichlet boundary
condition lead to smooth eigenfunctions and hence, the quadratic order of convergence
of the method. For sake of completeness, in Figure 2 we present plots of first three
eigenfunctions, magnitude of the velocity fields and the associated pressures.

4.2. L-shaped Domain. The domain for this test is Ω = (−1, 1) × (−1, 1) \
(−1, 0) × (−1, 0) and the only boundary condition is u = 0. It is clear that for the
L-shaped domain, the re-entrant angle leads to a lack of regularity for some eigenfunc-
tions, as has been studied in [18] for the Stokes eigenvalue problem, the convergence
rates of the errors for the eigenvalues, vary between 1.7 ≤ r ≤ 2, depending on the
regularity of the corresponding eigenfunction. We expect that for the Oseen eigen-
value problem the results must be similar. For this test, we consider the mesh T 6

h

presented in Figure 3.

Table 4
Four lowest approximated frequencies, orders of convergence, and extrapolated frequencies com-

puted with T 6
h .

ωhi N=38 N=54 N=70 N=90 Order Exact.
ωh1 33.48850 33.26270 33.16583 33.10531 1.74 32.99534
ωh2 37.47176 37.28385 37.21317 37.17461 2.19 37.12148
ωh3 42.80303 42.59293 42.51336 42.47086 2.20 42.41193
ωh4 49.79904 49.51086 49.40294 49.34772 2.26 49.27180

As we expect, for the first eigenvalue we attained a convergence order 1.74 since
the associated eigenfunction is singular where the re-entrant angle is located, whereas
the rest of the computed eigenvalues converge with order two since the associated
eigenfunctions are smooth enough. This test also confirms that the regularity of the
eigenfunctions on non-convex domains behave as the Stokes eigenfunctions. In Figure
4 we present plots of the magnitude of the velocity and the pressure fluctuation for
the first three eigenfunctions.

4.3. Effects of the stabilization in the computed spectrum. The goal
of this test is to observe the performance of the method with respect to the sta-
bilization parameters, inherent on the VEM, in the context of the appearance of
possible spurious eigenvalues. Let us remark that this type of analysis has been also
considered on other problems and methods that depend on stabilizations, such as
[1, 15, 16, 19]. For this experiment, we consider the following problem: Given Ω ⊂ R2
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Fig. 2. First, second and third magnitude of the eigenfunctions and their associated pressures.
First column: uh1, uh2 and uh3. Second column: ph1, ph2 and ph3.

Fig. 3. Sample of mesh T 6
h .
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Fig. 4. First, second and third magnitude of the eigenfunctions and their associated pressures
for the L-shaped domain. First column: uh1, uh2 and uh3. Second column: ph1, ph2 and ph3.

with ∂Ω = ΓN ∪ ΓD, where |ΓD| > 0, find the velocity u and pressure p such that

(4.1)


−ν∆u+ (β · ∇)u+∇p = λu, inΩ,

divu = 0, inΩ,
u = 0, on ∂Ω,

(∇u− pI)n = 0, in ∂Ω,

where I ∈ R2×2 is the identity tensor. Observe that in this case, spurious eigenvalues
can be introduced for different choices of stabilization parameter. For this test, we
consider Ω = (0, 1)2 and β = (1, 0)t. Let us remark that depending on the configura-
tion of the problem, namely physical parameters, boundary conditions, nature of the
meshes, etc., the spurious may appear or not.

In the forthcoming tables we report the computed spectrum with different values
for the stabilization parameter. To make matters precise, we have used the standard
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dofi-dofi stabilization scaled with a parameter αE . The numbers inside boxes represent
spurious eigenvalues which we identify by looking the associated eigenfunction which
in this case, does not represent a physical vibration mode. To perform the tests we
have considered two polygonal meshes (T 4

h and T 5
h ) and we have fixed the refinement

level on N = 8.

Table 5
Computed frequencies for T 4

h and N = 8, for different stabilization parameters.

αE = 1/32 αE = 1/16 αE = 1/4 αE = 1 αE = 4 αE = 16 αE = 32
2.07098 2.29713 2.54288 2.70590 2.85551 2.96811 3.01781
3.02694 3.73371 5.36000 6.46190 7.10930 7.73505 8.21554

7.92036 10.59601 13.67759 15.40457 16.55426 18.50199 20.51561

8.43356 12.85456 20.23071 23.52387 25.35965 26.61102 27.24423

8.49612 16.48511 22.26127 27.02276 30.97145 37.83053 44.48394

8.53684 16.86904 32.11931 41.08455 46.51663 53.71089 60.55640

8.58618 16.99124 37.63607 49.27221 57.94917 76.18968 80.24629

8.63582 17.08513 42.46586 59.66181 69.01996 78.28127 100.29973

8.68978 17.24043 44.68864 63.60100 82.35945 108.75566 130.02175

8.70030 17.29395 50.94633 74.07543 94.21901 120.83558 136.36453

Table 6
Computed frequencies for T 5

h and N = 8, with different stabilization parameters.

αE = 1/32 αE = 1/16 αE = 1/4 αE = 1 αE = 4 αE = 16 αE = 32
2.48684 2.51670 2.59365 2.71563 2.85707 2.96714 3.01578
3.11397 3.77960 5.37074 6.46026 7.09728 7.70639 8.18150

8.31185 12.25624 14.26276 15.52922 16.47288 17.78163 18.83300

8.34868 16.52221 22.36009+0.31349i 23.90778 25.46364 26.66147 27.27722

8.42230 16.61311 22.36009-0.31349i 27.11003 30.25017 34.02411 37.26804

8.43810 16.82133 37.69737 42.53760 45.77237 48.96153 50.94096

8.44880 16.83215 39.96292 49.27091 55.47536 64.67996 72.34620

8.48054 16.83828 46.82712 61.77897 68.92870 74.21710 77.21338

8.51422 16.93777 54.76065 66.40818 79.81304 91.89810 99.36315

8.52497 16.99193 59.18041 74.79963 90.37610 106.71571 110.87567

From Tables 5 and 6 we observe that spurious eigenvalues arises when αE < 1 for
T 4
h and T 5

h . Moreover, the spurious eigenvalues begin to vanish from the spectrum
when αE > 1. This type of behavior is the expected according to the literature (see
[1, 16] for instance). We observe that when T 5

h is considered, complex eigenvalues are
computed. This gives us the hint that the geometry of the meshes have an influence
on the computation of the spectrum.

Now the natural question is related to the relation between the spurious eigenval-
ues and the refinement of the meshes. To analyze this, the strategy is to consider a
certain parameter αE where spurious eigenvalues appear and start to refine the mesh
in order to observe the behavior of these pollution on the spectrum. For this, we
consider αE = 1/16 and meshes T 4

h and T 5
h .
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Table 7
First ten approximated eigenvalues for T 4

h and T 5
h for αE = 1/16.

T h1 T h2

λih N = 8 N = 16 N = 32 N = 64 N = 8 N = 16 N = 32 N = 64

λ1h 2.29713 2.44138 2.46927 2.47193 2.51670 2.49773 2.48329 2.47541
λ2h 3.73371 4.53255 5.20913 5.67485 3.77960 4.54705 5.21418 5.67652
λ3h 10.59601 12.96465 14.26285 14.89066 12.25624 13.63713 14.46537 14.94452

λ4h 12.85456 19.83441 21.70281 22.11427 16.52221 20.67849 22.28230 22.25192

λ5h 16.48511 20.16112 23.06503 25.11909 16.61311 21.88542 23.18495 25.17128

λ6h 16.86904 31.90500 38.92423 41.95938 16.82133 35.73238 40.49989 42.70875

λ7h 16.99124 34.33244 41.60708 45.72429 16.83215 40.56047 43.42275 45.87948

λ8h 17.08513 41.27676 48.66486 56.27042 16.83828 45.00339 49.64642 56.82759

λ9h 17.24043 42.47989 55.42921 60.05007 16.93777 58.25960 61.05236 61.54236

λ10h 17.29395 49.97204 65.69181 71.00460 16.99193 59.26476 66.82080 71.42255

From Table 7 we observe that the pollution on the computed spectrum begins to
vanish as the meshes are refined, as we expect. Finally, in Figure 5 we present the
plots of the first four eigenfunctions associated to system (4.1).

Fig. 5. Magnitude of the first four eigenfunctions. From left to right: uh1 and uh2 (top);
uh3 and uh4 (bottom).
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proximation of the elasticity eigenproblem, Numer. Math., 142 (2019), pp. 749–786,
https://doi.org/10.1007/s00211-019-01035-9.

[16] F. Lepe and G. Rivera, A virtual element approximation for the pseudostress formulation of
the Stokes eigenvalue problem, Computer Methods in Applied Mechanics and Engineering,
379 (2021), https://doi.org/10.1016/j.cma.2021.113753.

[17] F. Lepe, G. Rivera, and J. Vellojin, Finite element analysis of the Oseen eigenvalue prob-
lem, Comput. Methods Appl. Mech. Engrg., 425 (2024), p. 116959, https://doi.org/10.
1016/j.cma.2024.116959.

[18] C. Lovadina, M. Lyly, and R. Stenberg, A posteriori estimates for the Stokes eigenvalue
problem, Numer. Methods Partial Differential Equations, 25 (2009), pp. 244–257, https:
//doi.org/10.1002/num.20342.

[19] D. Mora and G. Rivera, A priori and a posteriori error estimates for a virtual element
spectral analysis for the elasticity equations, IMA J. Numer. Anal., 40 (2020), pp. 322–
357, https://doi.org/10.1093/imanum/dry063.
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